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Translation and NLP

• Translation is one of the oldest language tasks 
tried on a computer

• Just look at that archaic name: “Machine Translation”!

• Translation involves many linguistic systems

• “Apollo program” dual-use argument:

• Translation models of alignment and transfer 
are useful in question answering, paraphrase, 
information retrieval, etc.
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Overview

• What problems does MT address? What 
does it (currently) not address?

• Models: What makes a good translation?

• Alignment: Learning dictionaries from 
parallel text

• Next: non-parallel text, translation 
decoding and training



The Translation Problem 
and 

Translation Data
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The Translation Problem

Whereas recognition of the inherent dignity and of the 
equal and inalienable rights of all members of the 
human family is the foundation of freedom, justice and 
peace in the world



Why Machine Translation?

* Cheap, universal access to world’s online  
information regardless of original language. 
(That’s the goal)

* We want to translate real-world documents. 
Thus, we should model real-world documents. 

* A nice property: design the system once, and 
extend to new languages automatically by training 
on existing data. 
  F(training data, model) -> parameterized MT system

Why Statistical (or at least Empirical)  
Machine Translation?



Real-world: don’t be (too) prescriptive. Be able to 
process (translate/summarize/identify/paraphrase) relevant 
bits of human language as they are, not as they “should 
be”. For instance, genre is important: translating French 
blogs into English is different from translating French 
novels into English.    

Model: a fully described procedure, generally having 
variable parameters, that performs some interesting task 
(for example, translation). 

Training data: a set of observed data instances which 
can be used to find good parameters for a model via a 
training procedure.  

Training procedure: a method that takes observed data 
and refines the parameters of a model, such that the model 
is improved according to some objective function. 

Ideas that cut across empirical 
language processing problems and methods



Most statistical machine translation (SMT) 
research has focused on a few “high-resource”  
languages(European, Chinese, Japanese, Arabic).

Some other work: translation for the rest of 
the world’s languages found on the web.

Resource Availability

Most of this lecture
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Most statistical machine translation research  
has focused on a few high-resource languages  
(European, Chinese, Japanese, Arabic).

Chinese ArabicFrench

(~200M words)

Bengali
Uzbek

Approximate 
Parallel Text Available  
(with English)

Italian Danish Finnish

{Various  Western European 
languages:  
parliamentary  
proceedings,  
govt documents 
(~30M words) 

…

Serbian KhmerChechen

{
… …

{Bible/Koran/ 
Book of Mormon/ 
Dianetics 
(~1M words)

Nothing/ 
Univ. Decl. 
Of Human  
Rights 
(~1K words)



Romanian Catalan Serbian Slovenian Macedonian Uzbek Turkmen Kyrgyz Uighur 
Pashto Tajikh Dari Kurdish Azeri Bengali Punjabi Gujarati Nepali Urdu 

Marathi Konkani Oriya Telugu Malayalam Kannada Cebuano

Most statistical machine translation (SMT) 
research has focused on a few “high-resource”  
languages(European, Chinese, Japanese, Arabic).

Some other work: translation for the rest of  
the world’s languages found on the web.

Resource Availability

We’ll discuss this briefly



The Translation Problem

What to translate? The most common 
use case is probably document translation. 

Most MT work focuses on sentence translation. 

What does sentence translation ignore? 
  - Discourse properties/structure. 
  - Inter-sentence coreference.

Document translation?  Sentence translation?  Word translation?



Sentence Translation

- SMT has generally ignored extra-sentence 
structure (good future work direction 
for the community). 

- Instead, we’ve concentrated on translating 
individual sentences as well as possible. 
This is a very hard problem in itself. 

- Word translation (knowing the possible  
English translations of a French word) 
is not, by itself, sufficient for building 
readable/useful automatic document  
translations – though it is an important  
component in end-to-end SMT systems. 

Sentence translation using only a word translation 
dictionary is called “glossing” or “gisting”.



Word Translation (learning from minimal resources)

We’ll come back to this later… 

and address learning the word 
translation component (dictionary)  
of MT systems without using  
parallel text.  

(For languages having little  
parallel text, this is the best 
we can do right now)



Sentence Translation

- Training resource: parallel text (bitext).

- Parallel text (with English) on the order  
of 20M-200M words (roughly, 1M-10M sentences)  
is available for a number of languages.

- Parallel text is expensive to generate:  
human translators are expensive 
($0.05-$0.25 per word). Millions of words  
training data needed for high quality SMT  
results. So we take what is available.   
This is often of less than optimal genre  
(laws, parliamentary proceedings,  
religious texts).



Sentence Translation: examples of more and 
less literal translations in bitext

Le débat est clos .      
The debate is closed .

Accepteriez - vous ce principe ?       
Would you accept that principle ?

Merci , chère collègue .  
Thank you , Mrs Marinucci .

Avez - vous donc une autre proposition ? 
Can you explain ?

Accept-you that principle?

The debate is closed.

Have you therefore another proposal?

Thank you, dear colleague.

Closely Literal English TranslationFrench, English from Bitext

(from French-English European Parliament proceedings)



Sentence Translation: examples of more and 
less literal translations in bitext

Le débat est clos .    
   
The debate is closed .

Accepteriez - vous ce principe ?  
      
Would you accept that principle ?

Merci , chère collègue .  

Thank you , Mrs Marinucci .

Avez - vous donc une autre proposition ? 

Can you explain ?

Word alignments illustrated. 
Well-defined for more literal 
translations. 



Translation and Alignment

- As mentioned, translations are expensive to commission  
and generally SMT research relies on already existing  
translations 

- These typically come in the form of aligned documents. 

- A sentence alignment, using pre-existing document 
boundaries, is performed automatically. Low-scoring 
or non-one-to-one sentence alignments are discarded.  
The resulting aligned sentences constitute the  
training bitext. 

- For many modern SMT systems, induction of word  
alignments between aligned sentences, using algorithms  
based on the IBM word-based translation models, is one  
of the first stages of processing. Such induced word 
alignments are generally treated as part of the observed 
data and are used to extract aligned phrases or subtrees.  



Modeling 
What Makes a Good Translation?



Modeling

• Translation models 
–“Adequacy” 
–Assign better scores to accurate (and complete) 

translations 
• Language models 

–“Fluency” 
–Assign better scores to natural target language 

text



Word Translation Models

Auf Fragediese bekommenichhabe leider Antwortkeine

I did not unfortunately receive an answer to this question

NULL



Word Translation Models
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NULLBlue word links aren’t observed in data.



Word Translation Models

Auf Fragediese bekommenichhabe leider Antwortkeine

I did not unfortunately receive an answer to this question

NULLBlue word links aren’t observed in data.

Features for word-word links: lexica, part-of-
speech, orthography, etc.



Word Translation Models
• Usually directed: each 

word in the target 
generated by one word in 
the source 

• Many-many and null-many 
links allowed 

• Classic IBM models of 
Brown et al. 

• Used now mostly for word 
alignment, not translation

Im Anfang war das Wort

In the beginning was the word



Phrase Translation Models

Auf Fragediese bekommenichhabe leider Antwortkeine

I did not unfortunately receive an answer to this question
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Not necessarily syntactic phrases



Phrase Translation Models

Auf Fragediese bekommenichhabe leider Antwortkeine

I did not unfortunately receive an answer to this question

Division into phrases is hidden

Score each phrase pair using several features

Not necessarily syntactic phrases

phrase= 0.212121, 0.0550809; lex= 0.0472973, 0.0260183; lcount=2.718 
What are some other features?



Phrase Translation Models
• Capture translations in context 

–en Amerique: to America  
–en anglais: in English 

• State-of-the-art for several years 
• Each source/target phrase pair is scored by several 

weighted features. 
• The weighted sum of model features is the whole 

translation’s score. 
• Phrases don’t overlap (cf. language models) but 

have “reordering” features.



Finite State Models

Kumar, Deng & Byrne, 2005



Finite State Models

Map distinct words to 
phrases

Here a unigram 
model of phrases

First transducer in the pipeline

Kumar, Deng & Byrne, 2005



Finite State Models

• Natural composition with other finite state 
processes, e.g. Chinese word segmentation 

• Standard algorithms and widely available 
tools (e.g. AT&T fsm toolkit) 

• Limit reordering to finite offset 
• Often impractical to compose all finite state 

machines offline



Single-Tree Translation Models

Auf Fragediese bekommenichhabe leider Antwortkeine

I did not unfortunately receive an answer to this question

NULL

Minimal parse tree: word-word dependencies

Parse trees with deeper structure have also been used.



Single-Tree Translation Models
• Either source or target has a hidden tree/parse 

structure 
–Also known as “tree-to-string” or “tree-transducer” 

models 
• The side with the tree generates words/phrases in 

tree, not string, order. 
• Nodes in the tree also generate words/phrases on 

the other side. 
• English side is often parsed, whether it’s source or 

target, since English parsing is more advanced.



Tree-Tree Translation Models

Auf Fragediese bekommenichhabe leider Antwortkeine

I did not unfortunately receive an answer to this question

NULL



Tree-Tree Translation Models
• Both sides have hidden tree structure 

–Can be represented with a “synchronous” grammar 
• Some models assume isomorphic trees, where 

parent-child relations are preserved; others do not. 
• Trees can be fixed in advance by monolingual 

parsers or induced from data (e.g. Hiero). 
• Cheap trees: project from one side to the other



Latent Seq-Seq Models

Auf Fragediese <EOS>…

I did not unfortunately …

I did not unfortunately

Target words input for LM contextSource words build input representation

• Various methods for building source representation 
• Recurrent NN, LSTM, ConvNN, Neural attention 

• Representation replicated at each output position 
• Integrated LM, or combined in beam search



Learning Word Translations 
from Parallel Text

The “IBM Models”
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Lexical translation

• How to translate a word ⇥ look up in dictionary

Haus — house, building, home, household, shell.

• Multiple translations

– some more frequent than others
– for instance: house, and building most common
– special cases: Haus of a snail is its shell

• Note: During all the lectures, we will translate from a foreign language into
English

Philipp Koehn JHU SS 6 July 2006
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Collect statistics

• Look at a parallel corpus (German text along with English translation)

Translation of Haus Count
house 8,000
building 1,600
home 200
household 150
shell 50

Philipp Koehn JHU SS 6 July 2006
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Estimate translation probabilities

• Maximum likelihood estimation

pf(e) =

�
⌅⌅⌅⌅⌅⌅⇤

⌅⌅⌅⌅⌅⌅⇥

0.8 if e = house,

0.16 if e = building,

0.02 if e = home,

0.015 if e = household,

0.005 if e = shell.

Philipp Koehn JHU SS 6 July 2006
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Alignment

• In a parallel text (or when we translate), we align words in one language with
the words in the other

das Haus ist klein

the house is small

1 2 3 4

1 2 3 4

• Word positions are numbered 1–4

Philipp Koehn JHU SS 6 July 2006
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Alignment function

• Formalizing alignment with an alignment function

• Mapping an English target word at position i to a German source word at
position j with a function a : i⇥ j

• Example
a : {1⇥ 1, 2⇥ 2, 3⇥ 3, 4⇥ 4}

Philipp Koehn JHU SS 6 July 2006



6

Reordering

• Words may be reordered during translation

das Hausistklein

the house is small
1 2 3 4

1 2 3 4

a : {1⇥ 3, 2⇥ 4, 3⇥ 2, 4⇥ 1}

Philipp Koehn JHU SS 6 July 2006
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One-to-many translation

• A source word may translate into multiple target words

das Haus ist klitzeklein

the house is very small
1 2 3 4

1 2 3 4

5

a : {1⇥ 1, 2⇥ 2, 3⇥ 3, 4⇥ 4, 5⇥ 4}

Philipp Koehn JHU SS 6 July 2006
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Dropping words

• Words may be dropped when translated

– The German article das is dropped

das Haus ist klein

house is small
1 2 3

1 2 3 4

a : {1⇥ 2, 2⇥ 3, 3⇥ 4}

Philipp Koehn JHU SS 6 July 2006
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Inserting words

• Words may be added during translation

– The English just does not have an equivalent in German
– We still need to map it to something: special null token

das Haus ist klein

the house is just small

NULL

1 2 3 4

1 2 3 4

5

0

a : {1⇥ 1, 2⇥ 2, 3⇥ 3, 4⇥ 0, 5⇥ 4}

Philipp Koehn JHU SS 6 July 2006
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IBM Model 1

• Generative model: break up translation process into smaller steps
– IBM Model 1 only uses lexical translation

• Translation probability
– for a foreign sentence f = (f1, ..., flf) of length lf
– to an English sentence e = (e1, ..., ele) of length le
– with an alignment of each English word ej to a foreign word fi according to

the alignment function a : j ⇥ i

p(e, a|f) =
�

(lf + 1)le

le�

j=1

t(ej|fa(j))

– parameter � is a normalization constant

Philipp Koehn JHU SS 6 July 2006
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Example
das Haus ist klein

e t(e|f)
the 0.7
that 0.15
which 0.075
who 0.05
this 0.025

e t(e|f)
house 0.8
building 0.16
home 0.02
household 0.015
shell 0.005

e t(e|f)
is 0.8
’s 0.16
exists 0.02
has 0.015
are 0.005

e t(e|f)
small 0.4
little 0.4
short 0.1
minor 0.06
petty 0.04

p(e, a|f) =
�

43
� t(the|das)� t(house|Haus)� t(is|ist)� t(small|klein)

=
�

43
� 0.7� 0.8� 0.8� 0.4

= 0.0028�

Philipp Koehn JHU SS 6 July 2006
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Learning lexical translation models

• We would like to estimate the lexical translation probabilities t(e|f) from a
parallel corpus

• ... but we do not have the alignments

• Chicken and egg problem

– if we had the alignments,
⇥ we could estimate the parameters of our generative model

– if we had the parameters,
⇥ we could estimate the alignments

Philipp Koehn JHU SS 6 July 2006
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EM algorithm

• Incomplete data

– if we had complete data, would could estimate model
– if we had model, we could fill in the gaps in the data

• Expectation Maximization (EM) in a nutshell

– initialize model parameters (e.g. uniform)
– assign probabilities to the missing data
– estimate model parameters from completed data
– iterate

Philipp Koehn JHU SS 6 July 2006



14

EM algorithm
... la maison ... la maison blue ... la fleur ...

... the house ... the blue house ... the flower ...

• Initial step: all alignments equally likely

• Model learns that, e.g., la is often aligned with the

Philipp Koehn JHU SS 6 July 2006
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EM algorithm
... la maison ... la maison blue ... la fleur ...

... the house ... the blue house ... the flower ...

• After one iteration

• Alignments, e.g., between la and the are more likely

Philipp Koehn JHU SS 6 July 2006



16

EM algorithm
... la maison ... la maison bleu ... la fleur ...

... the house ... the blue house ... the flower ...

• After another iteration

• It becomes apparent that alignments, e.g., between fleur and flower are more
likely (pigeon hole principle)

Philipp Koehn JHU SS 6 July 2006
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EM algorithm
... la maison ... la maison bleu ... la fleur ...

... the house ... the blue house ... the flower ...

• Convergence

• Inherent hidden structure revealed by EM

Philipp Koehn JHU SS 6 July 2006
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EM algorithm
... la maison ... la maison bleu ... la fleur ...

... the house ... the blue house ... the flower ...

p(la|the) = 0.453
p(le|the) = 0.334

p(maison|house) = 0.876
p(bleu|blue) = 0.563

...

• Parameter estimation from the aligned corpus

Philipp Koehn JHU SS 6 July 2006



19

IBM Model 1 and EM

• EM Algorithm consists of two steps

• Expectation-Step: Apply model to the data

– parts of the model are hidden (here: alignments)
– using the model, assign probabilities to possible values

• Maximization-Step: Estimate model from data

– take assign values as fact
– collect counts (weighted by probabilities)
– estimate model from counts

• Iterate these steps until convergence

Philipp Koehn JHU SS 6 July 2006
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IBM Model 1 and EM

• We need to be able to compute:

– Expectation-Step: probability of alignments
– Maximization-Step: count collection

Philipp Koehn JHU SS 6 July 2006
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IBM Model 1 and EM

• Probabilities
p(the|la) = 0.7 p(house|la) = 0.05

p(the|maison) = 0.1 p(house|maison) = 0.8

• Alignments

la •
maison•

the•
house•

la •
maison•

the•
house•

⇥
⇥

⇥

la •
maison•

the•
house•�

�
� la •

maison•
the•
house•

⇥
⇥

⇥�
�

�

Philipp Koehn JHU SS 6 July 2006
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IBM Model 1 and EM

• Probabilities
p(the|la) = 0.7 p(house|la) = 0.05

p(the|maison) = 0.1 p(house|maison) = 0.8

• Alignments

la •
maison•

the•
house•

la •
maison•

the•
house•

⇥
⇥

⇥

la •
maison•

the•
house•�

�
� la •

maison•
the•
house•

⇥
⇥

⇥�
�

�

p(e, a|f) = 0.56 p(e, a|f) = 0.035 p(e, a|f) = 0.08 p(e, a|f) = 0.005

Philipp Koehn JHU SS 6 July 2006
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IBM Model 1 and EM

• Probabilities
p(the|la) = 0.7 p(house|la) = 0.05

p(the|maison) = 0.1 p(house|maison) = 0.8

• Alignments

la •
maison•

the•
house•

la •
maison•

the•
house•

⇥
⇥

⇥

la •
maison•

the•
house•�

�
� la •

maison•
the•
house•

⇥
⇥

⇥�
�

�

p(e, a|f) = 0.56 p(e, a|f) = 0.035 p(e, a|f) = 0.08 p(e, a|f) = 0.005

p(a|e, f) = 0.824 p(a|e, f) = 0.052 p(a|e, f) = 0.118 p(a|e, f) = 0.007

• Counts
c(the|la) = 0.824 + 0.052 c(house|la) = 0.052 + 0.007

c(the|maison) = 0.118 + 0.007 c(house|maison) = 0.824 + 0.118

Philipp Koehn JHU SS 6 July 2006
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IBM Model 1 and EM: Expectation Step

• We need to compute p(a|e, f)

• Applying the chain rule:

p(a|e, f) =
p(e, a|f)
p(e|f)

• We already have the formula for p(e, a|f) (definition of Model 1)

Philipp Koehn JHU SS 6 July 2006
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IBM Model 1 and EM: Expectation Step

• We need to compute p(e|f)

p(e|f) =
�

a

p(e, a|f)

=
lf�

a(1)=0

...

lf�

a(le)=0

p(e, a|f)

=
lf�

a(1)=0

...

lf�

a(le)=0

�

(lf + 1)le

le⇥

j=1

t(ej|fa(j))

Philipp Koehn JHU SS 6 July 2006
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IBM Model 1 and EM: Expectation Step

p(e|f) =
lf�

a(1)=0

...

lf�

a(le)=0

�

(lf + 1)le

le⇥

j=1

t(ej|fa(j))

=
�

(lf + 1)le

lf�

a(1)=0

...

lf�

a(le)=0

le⇥

j=1

t(ej|fa(j))

=
�

(lf + 1)le

le⇥

j=1

lf�

i=0

t(ej|fi)

• Note the trick in the last line
– removes the need for an exponential number of products
⇥ this makes IBM Model 1 estimation tractable

Philipp Koehn JHU SS 6 July 2006
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IBM Model 1 and EM: Expectation Step

• Combine what we have:

p(a|e, f) = p(e, a|f)/p(e|f)

=
�

(lf+1)le

⇥le
j=1 t(ej|fa(j))

�
(lf+1)le

⇥le
j=1

�lf
i=0 t(ej|fi)

=
le⇤

j=1

t(ej|fa(j))
�lf

i=0 t(ej|fi)

Philipp Koehn JHU SS 6 July 2006



28

IBM Model 1 and EM: Maximization Step

• Now we have to collect counts

• Evidence from a sentence pair e,f that word e is a translation of word f :

c(e|f ; e, f) =
⇥

a

p(a|e, f)
le⇥

j=1

�(e, ej)�(f, fa(j))

• With the same simplication as before:

c(e|f ; e, f) =
t(e|f)

�le
j=1 t(e|fa(j))

le⇥

j=1

�(e, ej)
lf⇥

i=0

�(f, fi)

Philipp Koehn JHU SS 6 July 2006
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IBM Model 1 and EM: Maximization Step

• After collecting these counts over a corpus, we can estimate the model:

t(e|f ; e, f) =

�
(e,f) c(e|f ; e, f))

�
f

�
(e,f) c(e|f ; e, f))

Philipp Koehn JHU SS 6 July 2006
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IBM Model 1 and EM: Pseudocode
initialize t(e|f) uniformly
do
set count(e|f) to 0 for all e,f
set total(f) to 0 for all f
for all sentence pairs (e_s,f_s)
for all words e in e_s

total_s = 0
for all words f in f_s
total_s += t(e|f)

for all words e in e_s
for all words f in f_s
count(e|f) += t(e|f) / total_s
total(f) += t(e|f) / total_s

for all f in domain( total(.) )
for all e in domain( count(.|f) )

t(e|f) = count(e|f) / total(f)
until convergence

Philipp Koehn JHU SS 6 July 2006
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Higher IBM Models
IBM Model 1 lexical translation
IBM Model 2 adds absolute reordering model
IBM Model 3 adds fertility model
IBM Model 4 relative reordering model
IBM Model 5 fixes deficiency

• Only IBM Model 1 has global maximum
– training of a higher IBM model builds on previous model

• Compuationally biggest change in Model 3
– trick to simplify estimation does not work anymore
⇥ exhaustive count collection becomes computationally too expensive
– sampling over high probability alignments is used instead

Philipp Koehn JHU SS 6 July 2006
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IBM Model 4

Mary did not slap the green witch

Mary not slap slap slap the green witch

Mary not slap slap slap NULL the green witch

Maria no daba una botefada a la verde bruja

Maria no daba una bofetada a la bruja verde

n(3|slap)

p-null

t(la|the)

d(4|4)

Philipp Koehn JHU SS 6 July 2006
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Word alignment

• Notion of word alignment valuable

• Shared task at NAACL 2003 and ACL 2005 workshops

Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

Philipp Koehn JHU SS 6 July 2006
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Word alignment with IBM models

• IBM Models create a many-to-one mapping

– words are aligned using an alignment function
– a function may return the same value for di�erent input

(one-to-many mapping)
– a function can not return multiple values for one input

(no many-to-one mapping)

• But we need many-to-many mappings

Philipp Koehn JHU SS 6 July 2006
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Symmetrizing word alignments

Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

english to spanish spanish to english

intersection

• Intersection of GIZA++ bidirectional alignments

Philipp Koehn JHU SS 6 July 2006
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Symmetrizing word alignments

Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

• Grow additional alignment points [Och and Ney, CompLing2003]

Philipp Koehn JHU SS 6 July 2006
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Growing heuristic
GROW-DIAG-FINAL(e2f,f2e):

neighboring = ((-1,0),(0,-1),(1,0),(0,1),(-1,-1),(-1,1),(1,-1),(1,1))
alignment = intersect(e2f,f2e);
GROW-DIAG(); FINAL(e2f); FINAL(f2e);

GROW-DIAG():
iterate until no new points added

for english word e = 0 ... en
for foreign word f = 0 ... fn

if ( e aligned with f )
for each neighboring point ( e-new, f-new ):

if ( ( e-new not aligned and f-new not aligned ) and
( e-new, f-new ) in union( e2f, f2e ) )

add alignment point ( e-new, f-new )
FINAL(a):

for english word e-new = 0 ... en
for foreign word f-new = 0 ... fn
if ( ( e-new not aligned or f-new not aligned ) and

( e-new, f-new ) in alignment a )
add alignment point ( e-new, f-new )

Philipp Koehn JHU SS 6 July 2006
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because they require the two languages to share exactly the same grammatical structure 

(modulo those distinctions that can be handled with lexical singletons). For example, 

the following sentence pair from our corpus cannot be generated: 

(3) a. The Authority will be accountable to the Financial Secretary. 

b. ~t:~ ~--a ~ ~ ~,q~ ~ ~ ~. ~ o 

(Authority will to Financial Secretary accountable.) 

To make transduction grammars truly useful for bilingual tasks, we must escape 

the rigid parallel ordering constraint of simple transduction grammars. At the same 

time, any relaxation of constraints must be traded off against increases in the com- 

putational complexity of parsing, which may easily become exponential. The key is 

to make the relaxation relatively modest but still handle a wide range of ordering 

variations. 

The inversion transduction grammar (ITG) formalism only minimally extends the 

generative power of a simple transduction grammar, yet turns out to be surprisingly 

effective. 1 Like simple transduction grammars, ITGs remain a subset of context-free 

(syntax-directed) transduction grammars (Lewis and Steams 1968) but this view is too 

general to be of much help. 2 The productions of an inversion transduction grammar 

are interpreted just as in a simple transduction grammar, except that two possible 

orientations are allowed. Pure simple transduction grammars have the implicit char- 

acteristic that for both output streams, the symbols generated by the right-hand-side 

constituents of a production are concatenated in the same left-to-right order. Inversion 

transduction grammars also allow such productions, which are said to have straight 

orientation. In addition, however, inversion transduction grammars allow productions 

with inverted orientation, which generate output for stream 2 by emitting the con- 

stituents on a production's right-hand side in right-to-left order. We indicate a produc- 

tion's orientation with explicit notation for the two varieties of concatenation operators 

on string-pairs. The operator [] performs the "usual" pairwise concatenation so that 

lAB] yields the string-pair (C1, C2) where C1 = AtB1 and C2 = A2B2. But the operator 0 

concatenates constituents on output stream I while reversing them on stream 2, so that 

Ct = A1B1 but C2 = B2A2. Since inversion is permitted at any level of rule expansion, 

a derivation may intermix productions of either orientation within the parse tree. For 

example, if the inverted-orientation production of Figure l(b) is added to the earlier 

simple transduction grammar, sentence-pair (3) can then be generated as follows: 

(4) a. [[[The Authority]Np [will [[be accountable]vv [to [the [[Financial 

SecretarylNN ]NNN ]NP ]PP ]VP ]VP ]SP -]S 

b. [ [ [ ~ ] N P  [ ~  [[[~'] [ [ [ ~  ~---J]NN ]NNN ]NP ]PP [ ~ ] V V  ]VP ]VP 

]sp o ls 

We can show the common structure of the two sentences more clearly and com- 

pactly with the aid of the (/notation: 

1 The expressiveness of simple transduction grammars is equivalent to nondeterministic pushdown 
transducers (Savitch 1982). 

2 Also keep in mind that ITGs turn out to be especially suited for bilingual parsing applications, whereas 
pushdown transducers and syntax-directed transduction grammars are designed for monolingual 
parsing (in tandem with generation). 
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S 

. /o  

w i l l / ~  

The/¢ 

/ " p 

/ A u t h o r i t y / ~ } ~  

P 

be/e  accountable /NN the/c 

Financial/l~l~ Secretary/~ 

Figure 2 
Inversion transduction grammar parse tree. 

(5) [[[The/~ A u t h o r i t y / ~  ]NP [wi l l /~@ ([be/c a c c o u n t a b l e / ~ ] v v  

[to/Fh-J [the/¢ [ [ F i n a n c i a l / ~  Secretary/~lNN ]NNN ]NP ]PP )VP ]vP lsp 

• / o  Is 

Alternatively, a graphical parse tree notation is shown in Figure 2, where the (/ level 

of bracketing is indicated by a horizontal line. The English is read in the usual depth- 

first left-to-right order, but for the Chinese, a horizontal line means the right subtree 

is traversed before the left. 

Parsing, in the case of an ITG, means building matched constituents for input 

sentence-pairs rather than sentences. This means that the adjacency constraints given 

by the nested levels must be obeyed in the bracketings of both languages. The result of 

the parse yields labeled bracketings for both sentences, as well as a bracket alignment 

indicating the parallel constituents between the sentences. The constituent alignment 

includes a word alignment as a by-product. 

The nonterminals may not always look like those of an ordinary CFG. Clearly, the 

nonterminals of an ITG must be chosen in a somewhat different manner than for a 

monolingual grammar, since they must simultaneously account for syntactic patterns 

of both languages. One might even decide to choose nonterminals for an ITG that 

do not match linguistic categories, sacrificing this to the goal of ensuring that all 
corresponding substrings can be aligned. 

An ITG can accommodate a wider range of ordering variation between the lan- 
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ITG Overview

• Special case of synchronous CFG

• One, joint nonterminal per bilingual node

• Children are translated monotonically, or 
reversed

• Binarized normal form

• Mostly used for exact, polytime alignment



ITG RulesWu Bilingual Parsing 

(a) S 

SP 

PP 

NP 

NN 

VP 

VV 

Det 

Prep 

Pro 

N 

A 

Conj 
Aux 

Cop 

Stop 

[SP Stop] 

[NP VP] I [NP VV] I [NP V] 
--* [Prep NP] 

--* [Det NN] I [Det N][ [Pro] I [NP Conj NP] 

[A N] I INN PP] 

[Aux VP] I [Aux VV] I [VV PP] 

---. [V NP] I [Cop A] 
the/~ 

--* t o / ~  

-* I / ~  l you/~  
a u t h o r i t y / ~  I secretary/~ 

a c c o u n t a b l e / ~  I f i n a n c i a l / ~  

- ,  and/~l] 

-* w i l l / ~  

be/c  

--~ */O 

(b) VP ~ (VV PP) 

Figure 1 
A simple transduction grammar (a) and an inverted-orientation production (b). 

the language L2 emitted on stream 2. It follows that every nonterminal stands for a 

class of derivable substring pairs. 

We can use a simple transduction grammar to model the generation of bilingual 

sentence pairs. As a mnemonic convention, we usually use the alternative notation 

A --. B x/y C z/c to associate matching output tokens. Though this additional informa- 
tion has no formal generative effect, it reminds us that x/y must be a valid entry in the 

translation lexicon. We call a matched terminal symbol pair such as x/y a couple. The 

null symbol ¢ means that no output token is generated. We call x/¢ an Ll-singleton, 
and ¢/y an L2-singleton. 

Consider the simple transduction grammar fragment shown in Figure l(a). (It will 

become apparent below why we explicitly include brackets around right-hand sides 

containing nonterminals, which are usually omitted with standard CFGs.) The simple 

transduction grammar can generate, for instance, the following pair of English and 

Chinese sentences in translation: 

(1) a. [[[[The [Financial Secretary]NN ]NP and [I]Np ]NP [will [be 

accountable]w ]vP ]sP .]s 

b. [ [ [ [ [ ~  ~----]]NN ]NP ~ [~'~]NP ]NP [ ~  [ ~ ] V V  lVP lSP o ]S 

Notice that each nonterminal derives two substrings, one in each language. The two 

substrings are counterparts of each other. In fact, it is natural to write the parse trees 

together: 

(2) [[[[The/c [Financial/l~qC~J( Secretary/~----JlNN ]NP and/~l] [I/~:J~]Np ]NP 
[wil l /~@ [be/c accountable/~t~]vv ]vP IsP ./o ]s 

Of course, in general, simple transduction grammars are not very useful, precisely 
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Where is the Secretary of Finance when needed ? 

II~¢~ ~ ~ ~  ~ ~ J ] ~  ? 

Figure 3 
An extremely distorted alignment that can be accommodated by an ITG. 

guages than might appear at first blush, through appropriate decomposition of pro- 

ductions (and thus constituents), in conjuction with introduction of new auxiliary non- 

terminals where needed. For instance, even messy alignments such as that in Figure 3 

can be handled by interleaving orientations: 

(6) [((Where/JJ]~ i s /T )  [[the/E (Secretary/~ [of/( Finance/llq~])] 

(when/l~ n e e d e d / ~ ' ~ ) ] )  ?/?] 

This bracketing is of course linguistically implausible, so whether such parses are ac- 

ceptable depends on one's objective. Moreover, it may even remain possible to align 

constituents for phenomena whose underlying structure is not context-free--say, ellip- 

sis or coordination--as long as the surface structures of the two languages fortuitously 

parallel each other (though again the bracketing would be linguistically implausible). 

We will return to the subject of ITGs' ordering flexibility in Section 4. 

We stress again that the primary purpose of ITGs is to maximize robustness for 

parallel corpus analysis rather than to verify grammaticality, and therefore writing 

grammars is made much easier since the grammars can be minimal and very leaky. 

We consider elsewhere an extreme special case of leaky ITGs, inversion- invariant  

transduction grammars, in which all productions occur with both orientations (Wu 

1995). As the applications below demonstrate, the bilingual lexical constraints carry 

greater importance than the tightness of the grammar. 

Formally, an inversion transduction grammar, or ITG, is denoted by G = 

(N, W1,W2,T¢,S), where dV is a finite set of nonterminals, W1 is a finite set of words 

(terminals) of language 1, }4;2 is a finite set of words (terminals) of language 2, T¢ is 

a finite set of rewrite rules (productions), and S E A/" is the start symbol. The space 

of word-pairs (terminal-pairs) X = (W1 U {c}) x (W2 U {c}) contains lexical transla- 

tions denoted x/y and singletons denoted x/¢ or ¢/y, where x E W1 and y E W2. Each 

production is either of straight orientation written A --~ [ala2 . . .  ar], or of inverted ori- 

entation written A ~ (ala2.. • a r ) ,  where ai E A/" U X and r is the rank of the production. 

The set of transductions generated by G is denoted T(G). The sets of (monolingual) 

strings generated by G for the first and second output languages are denoted LffG) 
and L2(G), respectively. 

3. A Normal  Form for Inversion Transduction Grammars 

We now show that every ITG can be expressed as an equivalent ITG in a 2-normal form 

that simplifies algorithms and analyses on ITGs. In particular, the parsing algorithm 

of the next section operates on ITGs in normal form. The availability of a 2-normal 
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Bracketing ITG

Wu Bilingual Parsing 

NIL if t-s+v-u~2 

(rr~](f(q)),t,v~](f(q)),v) if Oq(f(q)) = [] and t-s+v-u>2 (18) 

RIGHT(q) = (¢~)(f(q)),t,u,v~) (f(q))) if Oq(f(q)) = 0 and t-s+v-u>2 

NIL otherwise 

In our experience, this method has proven extremely effective for avoiding misseg- 

mentation pitfalls, essentially erring only in pathological cases involving coordination 

constructions or lexicon coverage inadequacies. The method is also straightforward to 

employ in tandem with other applications, such as those below. 

7. Bracketing 

Bracketing is another intermediate corpus annotation, useful especially when a full- 

coverage grammar with which to parse a corpus is unavailable (for Chinese, an even 

more common situation than with English). Aside from purely linguistic interest, 

bracket structure has been empirically shown to be highly effective at constraining sub- 

sequent training of, for example, stochastic context-free grammars (Pereira and Schabes 

1992; Black, Garside, and Leech 1993). Previous algorithms for automatic bracketing 

operate on monolingual texts and hence require more grammatical constraints; for ex- 

ample, tactics employing mutual information have been applied to tagged text (Mager- 

man and Marcus 1990). 

Our method based on SITGs operates on the novel principle that lexical correspon- 

dences between parallel sentences yields information from which partial bracketings 

for both sentences can be extracted. The assumption that no grammar is available 

means that constituent categories are not differentiated. Instead, a generic bracket- 

ing transduction grammar is employed, containing only one nonterminal symbol, A, 

which rewrites either recursively as a pair of A's or as a single terminal-pair: 

A a [A A] 

A a (A A) 

A "~ Ui/V j 

A ~ ui/¢ 
b~j 

A --, ( / v j  

for all i,j English-Chinese lexical translations 

for all i English vocabulary 

for all j Chinese vocabulary 

Longer productions with rank > 2 are not needed; we show in the subsections below 

that this minimal transduction grammar in normal form is generatively equivalent 

to any reasonable bracketing transduction grammar. Moreover, we also show how 

postprocessing using rotation and flattening operations restores the rank flexibility so 

that an output bracketing can hold more than two immediate constituents, as shown 

in Figure 11. 

The bq distribution actually encodes the English-Chinese translation lexicon with 

degrees of probability on each potential word translation. We have been using a lexicon 

that was automatically learned from the HKUST English-Chinese Parallel Bilingual 

Corpus via statistical sentence alignment (Wu 1994) and statistical Chinese word and 

collocation extraction (Fung and Wu 1994; Wu and Fung 1994), followed by an EM 

word-translation-learning procedure (Wu and Xia 1994). The latter stage gives us the 

bij probabilities directly. For the two singleton productions, which permit any word in 

either sentence to be unmatched, a small c-constant can be chosen for the probabilities 

bit and bq, so that the optimal bracketing resorts to these productions only when it is 
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A a [A B] 

A -~ [B B] 

A a [C B] 

A a [A C] 

A a [B C] 

B Z (A A) 

B a (B A) 

B ~ {C A) 

B a (AC) 

B ~ (B C) 

C ~ ui/vj 

C ~ ui/¢ 

C ~b'i ¢/vj 

for all i,j English-Chinese lexical translations 

for all i English vocabulary 

for all j Chinese vocabulary 

Figure 10 
A stochastic constituent-matching ITG. 

The final result after flattening sentence (8) is as follows: 

(9) [ The/e Author i ty /wi l l /  {[ be/¢ accountable/]  [ to the/~ ~/Financial /  

Secretary/ ]) ./  ] 

Experiment. Approximately 2,000 sentence-pairs with both English and Chinese 

lengths of 30 words or less were extracted from our corpus and bracketed using 

the algorithm described. Several additional criteria were used to filter out unsuitable 

sentence-pairs. If the lengths of the pair of sentences differed by more than a 2:1 ratio, 

the pair was rejected; such a difference usually arises as the result of an earlier error 

in automatic sentence alignment. Sentences containing more than one word absent 

from the translation lexicon were also rejected; the bracketing method is not intended 

to be robust against lexicon inadequacies. We also rejected sentence-pairs with fewer 

than two matching words, since this gives the bracketing algorithm no discriminative 

leverage; such pairs accounted for less than 2% of the input data. A random sample of 

the bracketed sentence-pairs was then drawn, and the bracket precision was computed 

under each criterion for correctness. Examples are shown in Figure 11. 

The bracket precision was 80% for the English sentences, and 78% for the Chinese 

sentences, as judged against manual bracketings. Inspection showed the errors to be 

due largely to imperfections of our translation lexicon, which contains approximately 

6,500 English words and 5,500 Chinese words with about 86% translation accuracy (Wu 
and Xia 1994), so a better lexicon should yield substantial performance improvement. 

Moreover, if the resources for a good monolingual part-of-speech or grammar-based 

bracketer such as that of Magerman and Marcus (1990) are available, its output can 

readily be incorporated in complementary fashion as discussed in Section 9. 
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Translating Words in a Sentence

- Models will automatically learn entries in 
probabilistic translation dictionaries, for 
instance p(elle|she), from co-occurrences in 
aligned sentences of a parallel text.  

- For some kinds of words/phrases, this 
is less effective. For example:  
  numbers 
  dates 
  named entities (NE) 
The reason: these constitute a large open 
class of words that will not all occur even in 
the largest bitext. Plus, there are 
regularities in translation of numbers/dates/
NE.  



Handling Named Entities

- For many language pairs, and particularly 
those which do not share an alphabet,  
transliteration of person and place names  
is the desired method of translation.  

- General Method:  
     1. Identify NE’s via classifier 
     2. Transliterate name  
     3. Translate/reorder honorifics 

- Also useful for alignment. Consider the 
case of Inuktitut-English alignment, where 
Inuktitut renderings of European names are  
highly nondeterministic. 



Transliteration

Inuktitut rendering of  
English names changes the  
string significantly but not  
deterministically



Transliteration

Inuktitut rendering of  
English names changes the  
string significantly but not  
deterministically

Train a probabilistic finite-state 
transducer to model this ambiguous 
transformation 



Transliteration

Inuktitut rendering of  
English names changes the  
string significantly but not  
deterministically

… Mr. Williams …         … mista uialims …



Useful Types of Word Analysis

- Number/Date Handling 

- Named Entity Tagging/Transliteration 

- Morphological Analysis  
     - Analyze a word to its root form 
       (at least for word alignment) 
       was -> is                        believing -> believe 
                  ruminerai -> ruminer    ruminiez -> ruminer 
     - As a dimensionality reduction technique 
     - To allow lookup in existing dictionary        



Learning Word Translation Dictionaries 
Using Minimal Resources



Learning Translation Lexicons for  
Low-Resource Languages

         {Serbian Uzbek Romanian Bengali}      English 

Problem: Scarce resources . . .  
–Large parallel texts are very helpful, but often unavailable 
–Often, no “seed” translation lexicon is available 
–Neither are resources such as parsers, taggers, thesauri 

Solution: Use only monolingual corpora in source,  target            
languages 
–But use many information sources to propose and rank 

translation candidates



Bridge Languages

Punjabi

Gujarati

Ukrainian
Serbian

SloveneBulgarian

Nepali

Marathi

Bengali

HINDI

Polish

Russian

Slovak

CZECH
ENGLISH

Dictionary Intra-family string 
transduction



* Constructing translation candidate sets



some cognates

Cognate Selection

Spanish

Galician

RomanianCatalan

Italian

Tasks



Arabic

Inuktitut

The Transliteration Problem
Tasks



(Ristad & Yianilos 1997)

Memoryless Transducer
Example Models for Cognate and Transliteration Matching



Two-State Transducer (“Weak Memory”)

Example Models for Cognate and Transliteration Matching



Unigram Interlingua Transducer
Example Models for Cognate and Transliteration Matching



Examples: Possible Cognates Ranked by 
Various String Models

Romanian inghiti (ingest) 
Uzbek avvalgi (previous/former) 

* Effectiveness of cognate models



Uzbek

Turkish

Kazakh

Kyrgyz

Farsi

Russian

ENGLISH

* Multi-family bridge languages



Similarity Measures  
for re-ranking cognate/transliteration hypotheses

1. Probabilistic string transducers

2. Context similarity

3. Date distribution similarity

4. Similarities based on monolingual  
   word properties



Similarity Measures

2. Context similarity

3. Date distribution similarity

4. Similarities based on monolingual  
word properties

1. Probabilistic string transducers



Compare Vectors

independence vector
Construction of 
context term vector

3 010 479 836 01911
justice

expression

majesty
sovereignty

country

declaration

ornamental

religion

0 1.52 1.5 1.5 1.540
justice

expression

majesty
sovereignty

country

declaration

ornamental

religion

nezavisnost  vector 
Projection of context 
vector from Serbian to
English term space

681 0104 21 4 0141184
freedom vector
Construction of 
context term vector

Compute cosine similarity between nezavisnost and “independence” 
… and between nezavisnost and “freedom” 



Similarity Measures

2. Context similarity

3. Date distribution similarity

4. Similarities based on monolingual  
word properties

1. Probabilistic string transducers



Date Distribution Similarity

• Topical words associated with real-world events appear 
within news articles in bursts following the date of the event 

• Synonymous topical words in different languages, then, 
display similar distributions across dates in news text: this 
can be measured  

• We use cosine similarity on date term vectors, with term 
values p(word|date), to quantify this notion of similarity 



Date Distribution Similarity - Example
p
(
w
o
r
d
|
d
a
t
e
)

p
(
w
o
r
d
|
d
a
t
e
)

DATE (200-Day Window)

independence

freedom

nezavisnost

nezavisnost

(correct)

(incorrect)



Similarity Measures

2. Context similarity

3. Date distribution similarity

4. Similarities based on monolingual  
word properties

1. Probabilistic string transducers



Relative Frequency

Precedent in Yarowsky & Wicentowski (2000); 
used relative frequency similarity for  
morphological analysis

fCF(wF)

|CF|

fCE(wE)

|CE|

rf(wF)=

rf(wE)=

Cross-Language Comparison:

rf(wF)   rf(wE)
rf(wE) rf(wF)( )min ,

[min-ratio method]



Combining Similarities: Uzbek



Combining Similarities:  
Romanian, Serbian, & Bengali



Observations

* With no Uzbek-specific supervision, 
we can produce an Uzbek-English 
dictionary which is 14% exact-match correct

* Or, we can put a correct translation  
in the top-10 list 34% of the time  
(useful for end-to-end machine translation  
or cross-language information retrieval)

* Adding more  
bridge languages 
helps



Topic Models



Text Reuse



Topical Similarity



Parallel Bitext
Genehmigung des Protokolls

Das Protokoll der Sitzung vom 
Donnerstag, den 28. März 1996 
wurde verteilt.

Gibt es Einwände?

Die Punkte 3 und 4 widersprechen 
sich jetzt, obwohl es bei der 
Abstimmung anders aussah.

Das muß ich erst einmal klären, 
Frau Oomen-Ruijten.

Approval of the minutes

The minutes of the sitting of 
Thursday, 28 March 1996 have 
been distributed.

Are there any comments?

Points 3 and 4 now contradict one 
another whereas the voting 
showed otherwise.

I will have to look into that, Mrs 
Oomen-Ruijten. 

Koehn (2005): European Parliament corpus



Multilingual Topical Similarity



What Representation?



What Representation?

• Bag of words, n-grams, etc.?



What Representation?

• Bag of words, n-grams, etc.?

• Vocabulary mismatch within language:



What Representation?
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• Vocabulary mismatch within language:

• Jobless vs. unemployed
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• Vocabulary mismatch within language:
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• What about between languages?



What Representation?

• Bag of words, n-grams, etc.?

• Vocabulary mismatch within language:

• Jobless vs. unemployed

• What about between languages?

• Translate everything into English?



What Representation?

• Bag of words, n-grams, etc.?

• Vocabulary mismatch within language:

• Jobless vs. unemployed

• What about between languages?

• Translate everything into English?

• Represent documents/passages as probability 
distributions over hidden “topics”



Plate Notation

1Y 4Y2Y

N

nY

YX

3Y

�

X

Figure 2.5: Example graphical model representation of a joint probability distribution
P (X, Y ) and its plate notation equivalent.

YX

�

Z

1,nZ 2,nZ

�

2
N

X

nY4Y

2,4Z1,4Z1,1Z 2,1Z 1,2Z 2,2Z 1,3Z 2,3Z

1Y 2Y 3Y

Figure 2.6: Nested plate notation and its unrolled graphical model equivalent.
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Modeling Text with Naive Bayes

ϕ PriorwCPrior

• Let the text talk about T topics

• Each topic is a probability dist’n over all words

• For D documents each with ND words:



Modeling Text with Topics
Latent Dirichlet Allocation (Blei, Ng, Jordan 2003)
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N

Modeling Text with Topics

ϕ PriorθPrior

• Let the text talk about T topics

• Each topic is a probability dist’n over all words

• For D documents each with ND words:

Latent Dirichlet Allocation (Blei, Ng, Jordan 2003)

80% economy
20% pres. elect.
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Τ

D

N

Modeling Text with Topics

ϕ Priorz wθPrior

• Let the text talk about T topics

• Each topic is a probability dist’n over all words

• For D documents each with ND words:

Latent Dirichlet Allocation (Blei, Ng, Jordan 2003)

80% economy
20% pres. elect. econom “jobs”
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Multinomials as Histograms
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Figure 2.2: Examples of three multinomial distributions over ten topics. The y-axis repre-
sents the probability of the topic being present in the document.

(
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�

⇣PK
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⌘

QK
i=1 � (ci + 1)

(2.6)

Figure 2.2 shows examples of three multinomial distributions over ten possible out-

comes which in this case are equivalent to a set of ten possible topics that have been as-

signed to three documents.

2.2.1.4 Dirichlet Distribution

The Dirichlet distribution is a continuous distribution over a family of multinomial

distributions. Often abbreviated as “Dir” this distribution is parametrized by a vector ↵:

Dir(↵), referred as the hyperparameter, that controls the sparsity of the family of multi-

nomial distributions. In a K � 1 dimensional probability simplex the pdf of the Dirichlet

distribution is defined as:

p(x1, x2, x3, ..., xn|↵1,↵2,↵3, ...,↵n) =

�

⇣PK
i=1 ↵i

⌘

QK
i=1 � (↵i)

KY

i=1

x↵
i

�1
i (2.7)
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Dirichlet Priors on Histograms
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tions with different symmetric hyperparameters (i.e. concentration parameters).
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Hierarchical Document Models

! Example mlhLDA representation of an Astrophysical Journal article
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Modeling Text with Topics

θ z w ϕ Prior

Τ
Prior

Latent Dirichlet Allocation (Blei, Ng, Jordan 2003)

Multiple Languages

� Most statistical topic models are implicitly monolingual

� Why model multiple languages explicitly?

graph problem rendering algebra und la
graphs problems graphics algebras von des
edge optimization image ring die le

vertices algorithm texture rings der du
edges programming scene modules im les

� Hodgepodge of English, German, French topics

� Imbalanced corpus: maybe only one or two French topics

Polylingual Topic Models Hanna M. Wallach

Multiple 
languages?
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Polylingual Topic Models (EMNLP 2009)
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Multilingual Text with Topics

Τ

D

N1

θ

z w ϕ1 β

NL

z w ϕL β

. Lα

Polylingual Topic Models (EMNLP 2009)

Topic: set of 
distributions 

on words

Document tuples:
text in 1 or more 

languages

Scales linearly w/
number of langs.
(unlike pairwise)

But...
• No phrase translations
• No distinction of parallel, comparable text
• No modeling of document features (e.g., length)

Compare text in 
different languages 

with θ,
i.e. topic distribution



Parallel Bitext
Genehmigung des Protokolls

Das Protokoll der Sitzung vom 
Donnerstag, den 28. März 1996 
wurde verteilt.

Gibt es Einwände?

Die Punkte 3 und 4 widersprechen 
sich jetzt, obwohl es bei der 
Abstimmung anders aussah.

Das muß ich erst einmal klären, 
Frau Oomen-Ruijten.

Approval of the minutes

The minutes of the sitting of 
Thursday, 28 March 1996 have 
been distributed.

Are there any comments?

Points 3 and 4 now contradict one 
another whereas the voting 
showed otherwise.

I will have to look into that, Mrs 
Oomen-Ruijten. 

Koehn (2005): European Parliament corpus
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Polylingual Topic Models Hanna M. Wallach
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T = 400

EuroParl: Example Topics (T = 400)

Polylingual Topic Models Hanna M. Wallach



Multilingual Topical Similarity



Example Wikipedia Topics

133

Wikipedia: Example Topics (T = 400)

Polylingual Topic Models Hanna M. Wallach

T = 400
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Wikipedia: Example Topics (T = 400)

Polylingual Topic Models Hanna M. Wallach
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T = 400

Wikipedia: Example Topics (T = 400)

Polylingual Topic Models Hanna M. Wallach
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Differences in Topic Emphasis

136

actor role television actressworld ski km won

ottoman empire khan byzantine
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Latent Dirichlet Allocation (LDA)

Polylingual Topic Model (PLTM)



Document Inference

137

Latent Dirichlet Allocation (LDA)

Polylingual Topic Model (PLTM)

Inference



Bootstrapping Translation Detection 
and Sentence Extraction 

! Extracted English-Spanish news stories from the Gigaword collection using 
PLTM trained on OCD output:



Training MT from Comparable Corpora 

Training Source
Collection Size Test Set

Parallel Extracted News 
(WMT’11)

Europarl 
(WMT’09)

News Commentary (NC) 131K 0 23.75 25.43
Europarl (EU) 1.75M 0 23.91 32.06
Gigaword Extracted 
(GE)

0 926K 24.25 23.88

NC+GE 131K 926K 24.92 25.61
EU+GE 1.75M 926K 25.90 31.59

! MT system performance - parallel vs. extracted sentences 
! Parallel collection: News Commentary(all) & Europarl(all) 
! Extracted Sentences: Gigaword (4 years)

Krstovski, 2016



Bilingual Embeddings

I Love You

Je t’ aime

(a) BiSkip

I Love You

Je t’ aime

(b) BiCVM

(I, Je)

(Love, aime)

(You, t’)

(c) BiCCA

Hello! how are
you? I Love You.

Bonjour! Je t’ aime.

(d) BiVCD

Figure 2: Forms of supervision required by the four models compared in this paper. From left to right, the cost of the supervision
required varies from expensive (BiSkip) to cheap (BiVCD). BiSkip requires a parallel corpus annotated with word alignments
(Fig. 2a), BiCVM requires a sentence-aligned corpus (Fig. 2b), BiCCA only requires a bilingual lexicon (Fig. 2c) and BiVCD
requires comparable documents (Fig. 2d).

and,

�E(~v, ~w, ~w

n
) = E(~v, ~w)� E(~v, ~w

n
) (7)

This can be cast into Algorithm 1 by,

C(W,V) =

X

aligned (~v,~w)
random ~wn

E(~v, ~w, ~w

n
) (8)

A(W) = kWk

2
B(V) = kVk

2 (9)

with A(W) and B(V) being regularizers, with
↵ = �.

2.3 Bilingual Correlation Based Embeddings

(BiCCA)

The BiCCA model, proposed by Faruqui and Dyer
(2014), showed that when (independently trained)
monolingual vector matrices W,V are projected
using CCA (Hotelling, 1936) to respect a transla-
tion lexicon, their performance improves on word
similarity and word analogy tasks. They first con-
struct W0

✓ W,V0
✓ V such that |W0

|= |V0
|

and the corresponding words (wi, vi) in the matri-
ces are translations of each other. The projection
is then computed as:

PW ,PV = CCA(W0
,V0

) (10)

W⇤
= WPW V⇤

= VPV (11)

where, PV 2 Rl⇥d
,PW 2 Rm⇥d are the projec-

tion matrices with d  min(l,m) and the V⇤
2

R|V |⇥d
,W⇤

2 R|W |⇥d are the word vectors that
have been “enriched” using bilingual knowledge.

The BiCCA objective can be viewed2 as the fol-
lowing instantiation of Algorithm 1:

W0
= W0

,V0
= V0 (12)

C(W,V) = kW �Vk

2
+�

�
VTW

�
(13)

A(W) = kWk

2
�1 B(V) = kVk

2
�1 (14)

where W = W0PW and V = V0PV , where we
set ↵ = � = � = 1 to set hard constraints.

2described in Section 6.5 of (Hardoon et al., 2004)

2.4 Bilingual Vectors from Comparable Data

(BiVCD)

Another approach of inducing bilingual word vec-
tors, which we refer to as BiVCD, was proposed
by Vulić and Moens (2015). Their approach is
designed to use comparable corpus between the
source and target language pair to induce cross-
lingual vectors.

Let de and df denote a pair of comparable
documents with length in words p and q respec-
tively (assume p > q). BiVCD first merges these
two comparable documents into a single pseudo-
bilingual document using a deterministic strategy
based on length ratio of two documents R = b

p
q c.

Every R

th word of the merged pseudo-bilingual
document is picked sequentially from df . Finally,
a skip-gram model is trained on the corpus of
pseudo-bilingual documents, to generate vectors
for all words in W⇤

[ V⇤. The vectors consti-
tuting W⇤ and V⇤ can then be easily identified.

Instantiating BiVCD in the general algorithm
is obvious: C(W,V) assumes the familiar
word2vec skip-gram objective over the pseudo-
bilingual document,

C(W,V) = �

X

s2W[V

X

t2NBR(s)

logP (t | s)

(15)
where NBR(s) is defined by the pseudo-bilingual
document and P (t | s) / exp(tT s). Note that
t, s 2 W [ V .

Although BiVCD is designed to use comparable
corpus, we provide it with parallel data in our ex-
periments (to ensure comparability), and treat two
aligned sentences as comparable.

3 Data

We train cross-lingual embeddings for 4 language
pairs: English-German (en-de), English-French
(en-fr), English-Swedish (en-sv) and English-
Chinese (en-zh). For en-de and en-sv we use the

Upadhyay et al. (2016)



Bilingual Embeddings

(a) BiSkip (b) BiCVM

(c) BiCCA (d) BiVCD

Figure 3: PCA projection of word embeddings of some frequent words present in English-French corpus. English and French
words are shown in blue and red respectively.

l Mono BiSkip BiCVM BiCCA BiVCD

de 71.1 72.0 60.4 71.4 58.9
fr 78.9 80.4 73.7 80.2 69.5
sv 75.5 78.2 70.5 79.0 64.5
zh 73.8 73.1 65.8 71.7 67.0

avg. 74.8 75.9 67.6 75.6 66.8

Table 7: Labeled attachment score (LAS) for dependency
parsing when trained and tested on language l. Mono refers
to parser trained with mono-lingually induced embeddings.
Scores in bold are better than the Mono scores for each lan-
guage, showing improvement from cross-lingual training.

the translated words are more distant than BiSkip
and BiCVM. This is not surprising because BiSkip
and BiCVM require more expensive supervision
at the sentence level in contrast to the other two
models.

An interesting observation is that BiCCA and

BiVCD are better at separating antonyms. The
words peace and war, (and their French trans-
lations paix and guerre) are well separated in
BiCCA and BiVCD. However, in BiSkip and
BiCVM these pairs are very close together. This
can be attributed to the fact that BiSkip and
BiCVM are trained on parallel sentences, and if
two antonyms are present in the same sentence in
English, they will also be present together in its
French translation. However, BiCCA uses bilin-
gual dictionary and BiVCD use comparable sen-
tence context, which helps in pulling apart the syn-
onyms and antonyms.

6 Discussion

The goal of this paper was to formulate the task
of learning cross-lingual word vector representa-
tions in a unified framework, and conduct exper-
iments to compare the performance of existing

Upadhyay et al. (2016)



Search

What’s the best translation 
(under our model)?



Search

• Even if we know the right words in a 
translation, there are n! permutations. 

• We want the translation that gets the highest 
score under our model 
–Or the best k translations 
–Or a random sample from the model’s distribution 

• But not in n! time!



Search in Phrase Models
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One segmentation out of 4096
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Search in Phrase Models

Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren

That is why we have every reason to integrate the environment in the agricultural policy

Translate in target language order to ease language modeling.

One segmentation out of 4096

One reordering out of 40,320

One phrase translation out of 581



Search in Phrase Models
Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren

that is why we have every reason the environment in the agricultural policy to integrate

therefore have we every reason the environment in the agricultural policy 
, to integrate

that is why we have all reason , which environment in agricultural policy parliament

have therefore us all the reason of the environment into the agricultural policy successfully integrated

hence , we every reason to make environmental on the cap be woven together

we have therefore everyone grounds for taking the the 
environment to the agricultural policy 

is on parliament

so , we all of cause which environment , to the cap , for incorporated

hence our any why that outside at agricultural policy too woven together

therefore , it of all reason for , the completion into that agricultural policy be

And many, many more…even before reordering



Search in Phrase Models
Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren

that is why we have every reason the environment in the agricultural policy to integrate
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Search in Phrase Models
Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren

that is why we have every reason the environment in the agricultural policy to integrate

therefore have we every reason the environment in the agricultural policy 
, to integrate

that is why we have all reason , which environment in agricultural policy parliament

have therefore us all the reason of the environment into the agricultural policy successfully integrated

hence , we every reason to make environmental on the cap be woven together

we have therefore everyone grounds for taking the the 
environment to the agricultural policy 

is on parliament

so , we all of cause which environment , to the cap , for incorporated

hence our any why that outside at agricultural policy too woven together

therefore , it of all reason for , the completion into that agricultural policy be

And many, many more…even before reordering



“Stack Decoding”

Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren



“Stack Decoding”

hence

Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren



“Stack Decoding”

we

hence

Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren



“Stack Decoding”

we

have

hence

Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren



“Stack Decoding”

we

have

in

hence

Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren



“Stack Decoding”

we

have

in

hence

Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren

the



“Stack Decoding”
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have

in

hence hence we

Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren

the



“Stack Decoding”

we

have

in

hence hence we

we have

Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren

the



“Stack Decoding”
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hence hence we

we have

we have
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the
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hence hence we

we have

we have
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the environment

Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren
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hence hence we

we have

we have

we have therefore

we have therefore

the environment

Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren

the



“Stack Decoding”

we

have

in

hence hence we

we have

we have

we have therefore

we have therefore

the environment

Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren

the

We could declare these equivalent.



“Stack Decoding”

we

have

in

hence hence we

we have

we have

we have therefore

we have therefore

the environment

Deshalb haben wir allen Grund , die Umwelt in die Agrarpolitik zu integrieren

the

etc., u.s.w., until all source 
words are covered

We could declare these equivalent.



Search in Phrase Models
• Many ways of segmenting source 
• Many ways of translating each segment 
• Restrict model class: phrases >, e.g., 7 words, no 

long-distance reordering 
• Recombine equivalent hypotheses 
• Prune away unpromising partial translations or we’ll 

run out of space and/or run too long 
–How to compare partial translations? 
–Some start with easy stuff: “in”, “das”, ... 
–Some with hard stuff: “Agrarpolitik”, 

“Entscheidungsproblem”, …



Hypothesis Recombination

• Different paths to the same partial translation

21

Hypothesis Recombination

p=1
Mary did not give

give

did not

p=0.534

p=0.164

p=0.092

p=0.044

p=0.092

• D i  erent paths to the same part ial translat ion

Philipp Koehn JHU SS 6 July 2006



Hypothesis Recombination

• Different paths to the same partial translation 
• Combine paths 

–Drop weaker path 
–Keep backpointer to weaker path (for lattice or n-

best generation)

22

Hypothesis Recombination

p=1
Mary did not give

give

did not

p=0.534

p=0.164

p=0.092

p=0.092

• D i  erent paths to the same part ial translat ion
 Combine paths

– drop weaker path
– keep pointer from weaker path (for latt ice generat ion)

Philipp Koehn JHU SS 6 July 2006



Hypothesis Recombination

• Recombined hypotheses do not have to 
match completely 

• Weaker path can be dropped if 
–Last n target words match (for n+1-gram lang. 

model) 
–Source coverage vectors match (same best 

future)

23

Hypothesis Recombination

p=1
Mary did not give

give

did not

p=0.534

p=0.164

p=0.092

Joe

did not give
p=0.092 p=0.017

• Recombined hypotheses do not have to match completely
• No matter what is added, weaker path can be dropped, if:

– last two English words match (matters for language model)
– foreign word coverage vectors match (e  ects future path)

Philipp Koehn JHU SS 6 July 2006



Hypothesis Recombination

• Combining partially matching hypotheses

24

Hypothesis Recombination

p=1
Mary did not give

give

did not

p=0.534

p=0.164

p=0.092

Joe
did not give

p=0.092

• Recombined hypotheses do not have to match completely
• No matter what is added, weaker path can be dropped, if:

– last two English words match (matters for language model)
– foreign word coverage vectors match (e  ects future path)

 Combine paths

Philipp Koehn JHU SS 6 July 2006
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Pruning

• Hypothesis recombinat ion is not su  cient

 Heurist ically discard weak hypotheses early

• Organize Hypothesis in stacks, e.g. by
– same foreign words covered
– same number of foreign words covered
– same number of English words produced

• Compare hypotheses in stacks, discard bad ones
– histogram pruning: keep top n hypotheses in each stack (e.g., n = 100)
– threshold pruning: keep hypotheses that are at most  t imes the cost of

best hypothesis in stack (e.g.,  = 0.001)

Philipp Koehn JH U SS 6 July 2006
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Word Lattice Generation

p=1
Mary did not give

give

did not

p=0.534

p=0.164

p=0.092

Joe
did not give

p=0.092

• Search graph can be easily converted into a word lattice

– can be further mined for n-best lists
 enables reranking approaches
 enables discriminative training

Mary

did not give

givedid not

Joe
did not give

Philipp Koehn JH U SS 6 July 2006



26

Hypothesis Stacks

1 2 3 4 5 6

• Organizat ion of hypothesis into stacks

– here: based on number of foreign words translated
– during translat ion all hypotheses from one stack are expanded
– expanded Hypotheses are placed into stacks

Philipp Koehn JH U SS 6 July 2006
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Limits on Reordering

• Reordering may be limited

– Monotone Translat ion: No reordering at all
– Only phrase movements of at most n words

• Reordering limits speed up search (polynomial instead of exponent ial)

• Current reordering models are weak, so limits improve translat ion quality

Philipp Koehn JH U SS 6 July 2006
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Comparing Hypotheses

• Comparing hypotheses with same number of foreign words covered
Maria no

e: Mary did not
f: **-------
p: 0.154

a la

e: the
f: -----**--
p: 0.354

dio una bofetada bruja verde

better
partial

translation

covers
easier part

--> lower cost

• Hypothesis that covers easy part of sentence is preferred
 Need to consider future cost of uncovered parts

or: have one hypothesis stack per coverage vector

Philipp Koehn JH U SS 6 July 2006



Synchronous Grammars

• Just like monolingual grammars except... 
–Each rule involves pairs (tuples) of nonterminals 
–Tuples of elementary trees for TAG, etc. 

• First proposed for source-source translation in 
compilers 

• Can be constituency, dependency, lexicalized, 
etc. 

• Parsing speedups for monolingual grammar 
don’t necessarily work 
–E.g., no split-head trick for lexicalized parsing 

• Binarization less straightforward



Bilingual Parsing
póll’ oîd’ alṓpēx

the

fox NN/NN

knows
VB/VB

many
JJ/JJ

things

póll’ oîd’ alṓpēx

the fox knows many things

A variant of CKY chart parsing.



Bilingual Parsing
póll’ oîd’ alṓpēx

the

NP/NP
fox

knows
VP/VP

many

NP/NP
things

póll’ oîd’ alṓpēx

the fox knows many things

NPNP

NP NP

V’

V’



Bilingual Parsing
póll’ oîd’ alṓpēx

the

NP/NP
fox

knows

VP/VP
many

things

póll’ oîd’ alṓpēx

the fox knows many things

NPNP

NP NP

V’

V’

VP

VP



Bilingual Parsing
póll’ oîd’ alṓpēx

the

S/S

fox

knows

many

things

póll’ oîd’ alṓpēx

the fox knows many things

NPNP

NP NP

V’

V’

VP

VP

S

S



MT as Parsing

• If we only have the source, parse it while 
recording all compatible target language 
trees. 

• Runtime is also multiplied by a grammar 
constant: one string could be a noun and a 
verb phrase 

• Continuing problem of multiple hidden 
configurations (trees, instead of phrases) for 
one translation.



Parsing as Deduction

constit(B, i, j) ⇤ constit(C, j, k) ⇤A� BC ⇥ constit(A, i, k)

word(W, i) ⇤A�W ⇥ constit(A, i, i + 1)

⇤A,B, C ⇥ N,W ⇥ V, 0 � i, j, k � m

constit(A, i, k) =
_

B,C,j

constit(B, i, j) ^ constit(C, j, k) ^A ! B C

constit(A, i, j) =
_

W

word(W, i, j) ^A ! W



Parsing as Deduction

And how about the inside algorithm?

constit(A, i, k) =
_

B,C,j

constit(B, i, j) ^ constit(C, j, k) ^A ! B C

constit(A, i, j) =
_

W

word(W, i, j) ^A ! W

score(constit(A, i, k)) = max

B,C,j
score(constit(B, i, j))

· score(constit(C, j, k))
· score(A ! B C)

score(constit(A, i, j)) = max

W
score(word(W, i, j)) · score(A ! W )



Bilingual Parsing: ITG

s(X, i, k, u, w) =
_

j,v,Y,Z

s(Y, i, j, u, v) ^ s(Z, j, k, v, w) ^ [X ! Y Z]

s(X, i, k, u, w) =
_

j,v,Y,Z

s(Y, i, j, v, w) ^ s(Z, j, k, u, v) ^ hX ! Y Zi

s(X, i, j, u, v) = w(S, i, j) ^ w(T, u, v) ^X ! S/T

s(X, i, j, u, u) = w(S, i, j) ^X ! S/✏

s(X, i, i, u, v) = w(T, u, v) ^X ! ✏/T

Similar extensions for finding the best 
alignment or the expectations of 

particular alignments



What Makes Search Hard?
• What we really want: the best (highest-scoring) 

translation 
• What we get: the best translation/phrase 

segmentation/alignment 
–Even summing over all ways of segmenting one 

translation is hard. 
• Most common approaches: 

– Ignore problem 
–Sum over top j translation/segmentation/alignment 

triples to get top k<<j translations



Redundancy in n-best Lists

as i have little time , i am immediately in medias res . | 0-1,0-1 2-2,4-4 3-4,2-3 5-5,5-5 6-7,6-7 8-8,8-8 9-9,9-9 10-10,10-10 11-11,11-11 12-12,12-12 
as i have little time , i am immediately in medias res . | 0-0,0-0 1-1,1-1 2-2,4-4 3-4,2-3 5-5,5-5 6-7,6-7 8-8,8-8 9-9,9-9 10-10,10-10 11-11,11-11 12-12,12-12 
as i have little time , i am in medias res immediately . | 0-1,0-1 2-2,4-4 3-4,2-3 5-5,5-5 6-7,6-7 8-8,9-9 9-9,10-10 10-10,11-11 11-11,8-8 12-12,12-12 
as i have little time , i am in medias res immediately . | 0-0,0-0 1-1,1-1 2-2,4-4 3-4,2-3 5-5,5-5 6-7,6-7 8-8,9-9 9-9,10-10 10-10,11-11 11-11,8-8 12-12,12-12 
as i have little time , i am immediately in medias res . | 0-1,0-1 2-2,4-4 3-3,2-2 4-4,3-3 5-5,5-5 6-7,6-7 8-8,8-8 9-9,9-9 10-10,10-10 11-11,11-11 12-12,12-12 
as i have little time , i am immediately in medias res . | 0-0,0-0 1-1,1-1 2-2,4-4 3-3,2-2 4-4,3-3 5-5,5-5 6-7,6-7 8-8,8-8 9-9,9-9 10-10,10-10 11-11,11-11 
12-12,12-12 
as i have little time , i am in medias res immediately . | 0-1,0-1 2-2,4-4 3-3,2-2 4-4,3-3 5-5,5-5 6-7,6-7 8-8,9-9 9-9,10-10 10-10,11-11 11-11,8-8 12-12,12-12 
as i have little time , i am in medias res immediately . | 0-0,0-0 1-1,1-1 2-2,4-4 3-3,2-2 4-4,3-3 5-5,5-5 6-7,6-7 8-8,9-9 9-9,10-10 10-10,11-11 11-11,8-8 
12-12,12-12 
as i have little time , i am immediately in medias res . | 0-1,0-1 2-2,4-4 3-4,2-3 5-5,5-5 6-6,7-7 7-7,6-6 8-8,8-8 9-9,9-9 10-10,10-10 11-11,11-11 12-12,12-12 
as i have little time , i am immediately in medias res . | 0-0,0-0 1-1,1-1 2-2,4-4 3-4,2-3 5-5,5-5 6-6,7-7 7-7,6-6 8-8,8-8 9-9,9-9 10-10,10-10 11-11,11-11 
12-12,12-12 
as i have little time , i would immediately in medias res . | 0-1,0-1 2-2,4-4 3-4,2-3 5-5,5-5 6-6,7-7 7-7,6-6 8-8,8-8 9-9,9-9 10-10,10-10 11-11,11-11 12-12,12-12 
because i have little time , i am immediately in medias res . | 0-0,0-0 1-1,1-1 2-2,4-4 3-4,2-3 5-5,5-5 6-7,6-7 8-8,8-8 9-9,9-9 10-10,10-10 11-11,11-11 
12-12,12-12 
as i have little time , i am immediately in medias res . | 0-1,0-1 2-2,4-4 3-3,2-2 4-4,3-3 5-5,5-5 6-6,7-7 7-7,6-6 8-8,8-8 9-9,9-9 10-10,10-10 11-11,11-11 
12-12,12-12 
as i have little time , i am immediately in medias res . | 0-0,0-0 1-1,1-1 2-2,4-4 3-3,2-2 4-4,3-3 5-5,5-5 6-6,7-7 7-7,6-6 8-8,8-8 9-9,9-9 10-10,10-10 11-11,11-11 
12-12,12-12 
as i have little time , i am in res medias immediately . | 0-1,0-1 2-2,4-4 3-4,2-3 5-5,5-5 6-7,6-7 8-8,9-9 9-9,11-11 10-10,10-10 11-11,8-8 12-12,12-12 
because i have little time , i am immediately in medias res . | 0-1,0-1 2-2,4-4 3-4,2-3 5-5,5-5 6-7,6-7 8-8,8-8 9-9,9-9 10-10,10-10 11-11,11-11 12-12,12-12 
as i have little time , i am in res medias immediately . | 0-0,0-0 1-1,1-1 2-2,4-4 3-4,2-3 5-5,5-5 6-7,6-7 8-8,9-9 9-9,11-11 10-10,10-10 11-11,8-8 12-12,12-12

Source: Da ich wenig Zeit habe , gehe ich sofort in medias res .



Training

Which features of data predict good 
translations?



Training: Generative/Discriminative

• Generative 
–Maximum likelihood training: max p(data) 
–“Count and normalize” 
–Maximum likelihood with hidden structure 

• Expectation Maximization (EM) 
• Discriminative training 

–Maximum conditional likelihood 
–Minimum error/risk training 
–Other criteria: perceptron and max. margin



“Count and Normalize”
• Language modeling example: 

assume the probability of a word 
depends only on the previous 2 
words. 

• p(disease|into the) = 3/20 = 0.15 
• “Smoothing” reflects a prior belief 

that p(breech|into the) > 0 despite 
these 20 examples.

... into the programme ... 

... into the disease ... 

... into the disease ... 

... into the correct ... 

... into the next ... 

... into the national ... 

... into the integration ... 

... into the Union ... 

... into the Union ... 

... into the Union ... 

... into the sort ... 

... into the internal ... 

... into the general ... 

... into the budget ... 

... into the disease ... 

... into the legal … 

... into the various ... 

... into the nuclear ... 

... into the bargain ... 

... into the situation ...



Phrase Models
I

did

not

unfortunately

receive

an

answer

to

this

question

Auf diese Frage habe ich leider keine Antwort bekom
men

Assume word alignments are given.



Phrase Models
I

did

not

unfortunately

receive

an

answer

to

this

question

Auf diese Frage habe ich leider keine Antwort bekom
men

Some good phrase pairs.



Phrase Models
I

did

not

unfortunately

receive

an

answer

to

this

question

Auf diese Frage habe ich leider keine Antwort bekom
men

Some bad phrase pairs.



“Count and Normalize”

• Usual approach: treat relative frequencies of 
source phrase s and target phrase t as 
probabilities 

• This leads to overcounting when not all 
segmentations are legal due to unaligned 
words.



Hidden Structure

• But really, we don’t observe word 
alignments. 

• How are word alignment model parameters 
estimated? 

• Find (all) structures consistent with observed 
data. 
–Some links are incompatible with others. 
–We need to score complete sets of links.



Hidden Structure and EM
• Expectation Maximization 

–Initialize model parameters (randomly, by some simpler 
model, or otherwise) 

–Calculate probabilities of hidden structures 
–Adjust parameters to maximize likelihood of observed 

data given hidden data 
–Iterate 

• Summing over all hidden structures can be 
expensive 
–Sum over 1-best, k-best, other sampling methods



Discriminative Training
• Given a source sentence, give “good” translations a 

higher score than “bad” translations. 
• We care about good translations, not a high 

probability of the training data. 
• Spend less “energy” modeling bad translations. 
• Disadvantages 

–We need to run the translation system at each training 
step. 

–System is tuned for one task (e.g. translation) and can’t 
be directly used for others (e.g. alignment)



“Good” Compared to What?
• Compare current translation to 
• Idea #1: a human translation. OK, but 

–Good translations can be very dissimilar 
–We’d need to find hidden features (e.g. alignments) 

• Idea #2: other top n translations (the “n-best list”). 
Better in practice, but 
–Many entries in n-best list are the same apart from 

hidden links 
• Compare with a loss function L 

–0/1: wrong or right; equal to reference or not 
–Task-specific metrics (word error rate, BLEU, …)



MT Evaluation

* Intrinsic

* Extrinsic

Human evaluation

Automatic (machine) evaluation

How useful is MT system output for…
Deciding whether a foreign language blog is about politics? 
Cross-language information retrieval? 
Flagging news stories about terrorist attacks? 
…



Human Evaluation

Je suis fatigué.

Tired is I.

Cookies taste good!

I am exhausted.

Adequacy Fluency

5

1

5

2

5

5



Human Evaluation

CON

PRO

High quality

Expensive! 

Person (preferably bilingual) must make a 
time-consuming judgment per system hypothesis. 

Expense prohibits frequent evaluation of  
incremental system modifications.



Automatic Evaluation

PRO

Cheap. Given available reference translations, 
free thereafter.

CON

We can only measure some proxy for 
translation quality.  
(Such as N-Gram overlap or edit distance).
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Output of Chinese-English system
In the First Two Months Guangdong’s Export of High-Tech Products 3.76 Billion US Dollars

Xinhua News Agency, Guangzhou, March 16 (Reporter Chen Jizhong) - The latest statistics show that between

January and February this year, Guangdong’s export of high-tech products 3.76 billion US dollars, with a growth of

34.8% and accounted for the province’s total export value of 25.5%. The export of high-tech products bright spots

frequently now, the Guangdong provincial foreign trade and economic growth has made important contributions. Last

year, Guangdong’s export of high-tech products 22.294 billion US dollars, with a growth of 31 percent, an increase

higher than the province’s total export growth rate of 27.2 percent; exports of high-tech products net increase 5.270

billion us dollars, up for the traditional labor-intensive products as a result of prices to drop from the value of domestic

exports decreased.

In the Suicide explosion in Jerusalem

Xinhua News Agency, Jerusalem, March 17 (Reporter bell tsui flower nie Xiaoyang) - A man on the afternoon of 17

in Jerusalem in the northern part of the residents of rammed a bus near ignition of carry bomb, the wrongdoers in

red-handed was killed and another nine people were slightly injured and sent to hospital for medical treatment.

Chris Callison-Burch Decoding in statistical machine translation December 4, 2007
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Partially excellent translations
In the First Two Months Guangdong’s Export of High-Tech Products 3.76 Billion US Dollars

Xinhua News Agency, Guangzhou, March 16 (Reporter Chen Jizhong) - The latest statistics show that between

January and February this year, Guangdong’s export of high-tech products 3.76 billion US dollars, with a growth of

34.8% and accounted for the province’s total export value of 25.5%. The export of high-tech products bright spots

frequently now, the Guangdong provincial foreign trade and economic growth has made important contributions. Last

year, Guangdong’s export of high-tech products 22.294 billion US dollars, with a growth of 31 percent, an increase

higher than the province’s total export growth rate of 27.2 percent; exports of high-tech products net increase 5.270

billion US dollars, up for the traditional labor-intensive products as a result of prices to drop from the value of

domestic exports decreased.

In the Suicide explosion in Jerusalem

Xinhua News Agency, Jerusalem, March 17 (Reporter bell tsui flower nie Xiaoyang) - A man on the afternoon of 17

in Jerusalem in the northern part of the residents of rammed a bus near ignition of carry bomb, the wrongdoers in

red-handed was killed and another nine people were slightly injured and sent to hospital for medical treatment.

Chris Callison-Burch Decoding in statistical machine translation December 4, 2007
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Mangled grammar
In the First Two Months Guangdong’s Export of High-Tech Products 3.76 Billion US Dollars

Xinhua News Agency, Guangzhou, March 16 (Reporter Chen Jizhong) - The latest statistics show that between

January and February this year, Guangdong’s export of high-tech products 3.76 billion US dollars, with a growth of

34.8% and accounted for the province’s total export value of 25.5%. The export of high-tech products bright spots

frequently now, the Guangdong provincial foreign trade and economic growth has made important contributions. Last

year, Guangdong’s export of high-tech products 22.294 billion US dollars, with a growth of 31 percent, an increase

higher than the province’s total export growth rate of 27.2 percent; exports of high-tech products net increase 5.270

billion us dollars, up for the traditional labor-intensive products as a result of prices to drop from the value of domestic

exports decreased.

In the Suicide explosion in Jerusalem

Xinhua News Agency, Jerusalem, March 17 (Reporter bell tsui flower nie Xiaoyang) - A man on the afternoon of 17

in Jerusalem in the northern part of the residents of rammed a bus near ignition of carry bomb, the wrongdoers in

red-handed was killed and another nine people were slightly injured and sent to hospital for medical treatment.

Chris Callison-Burch Decoding in statistical machine translation December 4, 2007



Evaluation of Machine Translation Systems

Bleu (Papineni, Roukos, Ward and Zhu, 2002):

Candidate 1: It is a guide to action which ensures that the military

always obeys the commands of the party.

Candidate 2: It is to insure the troops forever hearing the activity

guidebook that party direct.

Reference 1: It is a guide to action that ensures that the military will

forever heed Party commands.

Reference 2: It is the guiding principle which guarantees the military

forces always being under the command of the Party.

Reference 3: It is the practical guide for the army always to heed the

directions of the party.



Unigram Precision

Unigram Precision of a candidate translation:

where is number of words in the candidate, is the number

of words in the candidate which are in at least one reference

translation.

e.g.,

Candidate 1: It is a guide to action which ensures that the military

always obeys the commands of the party.

(only obeys is missing from all reference translations)



Modified Unigram Precision

Problem with unigram precision:

Candidate: the the the the the the the

Reference 1: the cat sat on the mat

Reference 2: there is a cat on the mat

precision = 7/7 = 1???

Modified unigram precision: “Clipping”

– Each word has a “cap”. e.g., cap(the) = 2

– A candidate word can only be correct a maximum of times.

e.g., in candidate above, , and the is correct twice in the

candidate



Modified N-gram Precision

Can generalize modified unigram precision to other n-grams.

For example, for candidates 1 and 2 above:



Precision Alone Isn’t Enough

Candidate 1: of the

Reference 1: It is a guide to action that ensures that the

military will forever heed Party commands.

Reference 2: It is the guiding principle which guarantees

the military forces always being under the command of

the Party.

Reference 3: It is the practical guide for the army always

to heed the directions of the party.



But Recall isn’t Useful in this Case

Standard measure used in addition to precision is recall:

where is number of n-grams in candidate that are correct,

is number of words in the references.

Candidate 1: I always invariably perpetually do.

Candidate 2: I always do

Reference 1: I always do

Reference 1: I invariably do

Reference 1: I perpetually do



Sentence Brevity Penalty

Step 1: for each candidate, compute closest matching
reference (in terms of length)
e.g., our candidate is length , references are length . Best

match is of length .

Step 2: Say is the length of the ’th candidate, is length of best match

for the ’th candidate, then compute

(I think! from the Papineni paper, although might

make more sense?)

Step 3: compute brevity penalty

If

If

e.g., if for all (candidates are always 10% too short) then



The Final Score

Corpus precision for any n-gram is

i.e. number of correct ngrams in the candidates (after “clipping”) divided

by total number of ngrams in the candidates

Final score is then

i.e., multiplied by the geometric mean of the unigram, bigram, trigram,

and four-gram precisions



Automatic Evaluation: Bleu Score

I am exhaustedhypothesis 1

Tired is Ihypothesis 2

I am tiredreference 1

I am ready to sleep nowreference 2



Automatic Evaluation: Bleu Score

I am exhaustedhypothesis 1

Tired is Ihypothesis 2

I am tiredreference 1

I am ready to sleep now and so exhaustedreference 2

1-gram 3-gram2-gram

3/3

1/3

1/2

0/2

0/1

0/1

I I Ihypothesis 3 1/3 0/2 0/1



How Good are Automatic Metrics?





 



 



 

 



 

 

 

 

 

 


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Correlation? [Callison-Burch et al., 2006]
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[from Callison-Burch et al., 2006, EACL]• DARPA/NIST MT Eval 2005

– Mostly statistical systems (all but one in graphs)
– One submission manual post-edit of statistical system’s output
⇥ Good adequacy/fluency scores not reflected by BLEU

Chris Callison-Burch Decoding in statistical machine translation December 4, 2007
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Correlation? [Callison-Burch et al., 2006]
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SMT System 1

SMT System 2

Rule-based System

(Systran)

[from Callison-Burch et al., 2006, EACL]• Comparison of

– good statistical system: high BLEU, high adequacy/fluency
– bad statistical sys. (trained on less data): low BLEU, low adequacy/fluency
– Systran: lowest BLEU score, but high adequacy/fluency

Chris Callison-Burch Decoding in statistical machine translation December 4, 2007



How Good are Automatic Metrics?

• Do n-gram methods like BLEU overly favor 
certain types of systems?

• Automatic metrics still useful

• During development of one system, a 
better BLEU indicates a better system

• Evaluating different systems has to depend 
on human judgement

• What are some other evaluation ideas?



Minimizing Error/Maximizing Bleu

• Adjust parameters to 
minimize error (L) when 
translating a training set 

• Error as a function of 
parameters is 
– nonconvex: not guaranteed to 

find optimum 
– piecewise constant: slight 

changes in parameters might 
not change the output. 

• Usual method: optimize one 
parameter at a time with 
linear programming



Generative/Discriminative Reunion

• Generative models can be cheap to train: “count 
and normalize” when nothing’s hidden. 

• Discriminative models focus on problem: “get better 
translations”. 

• Popular combination 
–Estimate several generative translation and language 

models using relative frequencies. 
–Find their optimal (log-linear) combination using 

discriminative techniques.



Generative/Discriminative Reunion
Score each hypothesis with several generative models:

If necessary, renormalize into a probability distribution:

where k ranges over all hypotheses. We then have

for any given hypothesis i.

Exponentiation makes it positive.

Unnecessary if thetas sum to 1 and p’s 
are all probabilities.



Minimizing Risk
Instead of the error of the 1-best 
translation, compute expected error 
(risk) using k-best translations; this 
makes the function differentiable. 

Smooth probability estimates using 
gamma to even out local bumpiness. 
Gradually increase gamma to 
approach the 1-best error.



Encoder-Decoder Models

(cf. Socher & Manning 2016)



Language ModelsLanguage	Models

2/2/17

A	language	model	computes	a	probability	for	a	sequence	
of	words:	

• Useful	for	machine	translation	

• Word	ordering: 
p(the	cat	is	small)	>	p(small	the	is	cat)	

• Word	choice: 
p(walking	home	after	school)	>	p(walking	house	after	
school)



Ngram LMsTraditional	Language	Models

2/2/17

• Performance	improves	with	keeping	around	higher	n-

grams	counts	and	doing	smoothing	and	so-called	

backoff	(e.g.	if	4-gram	not	found,	try	3-gram,	etc)	

• There	are	A	LOT	of	n-grams! 
à Gigantic	RAM	requirements!		

• Recent	state	of	the	art:	Scalable	Modified	Kneser-Ney	
Language	Model	Estimation	by	Heafield	et	al.:	 
“Using	one	machine	with	140	GB	RAM	for	2.8	days,	we	

built	an	unpruned	model	on	126	billion	tokens”



Remember Word 
Embeddings



Standard Word RepresentationThe standard word representation 
The%vast%majority%of%ruleJbased%and%staGsGcal%NLP%work%regards%
words%as%atomic%symbols:%hotel, conference, walk 
In%vector%space%terms,%this%is%a%vector%with%one%1%and%a%lot%of%zeroes%

[0 0 0 0 0 0 0 0 0 0 1 0 0 0 0] 
Dimensionality:%20K%(speech)%–%50K%(PTB)%–%500K%(big%vocab)%–%13M%(Google%1T)%

We%call%this%a%“oneJhot”%representaGon.%Its%problem:%

  motel [0 0 0 0 0 0 0 0 0 0 1 0 0 0 0]  AND 
  hotel  [0 0 0 0 0 0 0 1 0 0 0 0 0 0 0]  =  0%
35%



Distributional Similarity
Distributional similarity based 
representations 
You%can%get%a%lot%of%value%by%represenGng%a%word%by%
means%of%its%neighbors%

“You%shall%know%a%word%by%the%company%it%keeps”%%
(J.%R.%Firth%1957:%11)%

One%of%the%most%successful%ideas%of%modern%staGsGcal%NLP%

government debt problems turning into banking crises as has happened in 

         saying that Europe needs unified banking regulation to replace the hodgepodge 

"%These%words%will%represent%banking$!%

%
36%

You%can%vary%whether%you%use%local%or%large%context%
to%get%a%more%syntacGc%or%semanGc%clustering%



Hard/Soft ClusteringClass-based (hard) and soft 
clustering word representations 
Class%based%models%learn%word%classes%of%similar%words%based%on%
distribuGonal%informaGon%(%~%class%HMM)%

•  Brown%clustering%(Brown%et%al.%1992)%
•  Exchange%clustering%(MarGn%et%al.%1998,%Clark%2003)%
•  DesparsificaGon%and%great%example%of%unsupervised%preJtraining%

So^%clustering%models%learn%for%each%cluster/topic%a%distribuGon%
over%words%of%how%likely%that%word%is%in%each%cluster%

•  Latent%SemanGc%Analysis%(LSA/LSI),%Random%projecGons%
•  Latent%Dirichlet%Analysis%(LDA),%HMM%clustering%

%
37%



Distributed RepresentationNeural word embeddings  
as a distributed representation 
Similar%idea%

Combine%vector%space%
semanGcs%with%the%predicGon%of%
probabilisGc%models%(Bengio%et%
al.%2003,%Collobert%&%Weston%
2008,%Turian%et%al.%2010)%

In%all%of%these%approaches,%
including%deep%learning%models,%
a%word%is%represented%as%a%
dense%vector%

%
%

$

$

linguis<cs$$=%

38%

0.286%
0.792%
−0.177%
−0.107%
0.109%
−0.542%
0.349%
0.271%



Visualizing EmbeddingsNeural word embeddings - 
visualization 

39%



Vector SemanticsStunning new result at this conference! 
Mikolov, Yih & Zweig (NAACL 2013) 
These%representaGons%are%way$be0er%at%encoding%dimensions%of%
similarity%than%we%realized!%

•  Analogies%tesGng%dimensions%of%similarity%can%be%solved%quite%
well%just%by%doing%vector%subtracGon%in%the%embedding%space%
SyntacGcally%

•  xapple$−%xapples$≈%xcar$−%xcars$≈%xfamily$−%xfamilies$$

•  Similarly%for%verb%and%adjecGve%morphological%forms%
SemanGcally%(Semeval%2012%task%2)%

•  xshirt$−%xclothing$≈%xchair$−%xfurniture$%

40%

Mikolov, Yih & Zweig (2013)



Recurrent Neural NetsRecurrent	Neural	Networks!

2/2/17

• RNNs	tie	the	weights	at	each	time	step	

• Condition	the	neural	network	on	all	previous	words	

• RAM	requirement	only	scales	with	number	of	words

xt−1 xt xt+1

ht−1 ht ht+1
W W

yt−1 yt yt+1



RNN LMsRecurrent	Neural	Network	language	model

2/2/17

Given	list	of	word	vectors:	

At	a	single	time	step:

xt ht

ßà  



RNN LMsRecurrent	Neural	Network	language	model

Main	idea:	we	use	the	same	set	of	W	weights	at	all	time	
steps!	

Everything	else	is	the	same:	

	 				is	some	initialization	vector	for	the	hidden	layer	
at	time	step	0	

								is	the	column	vector	of	L	at	index	[t]	at	time	step	t

2/2/17



RNN LMs
Recurrent	Neural	Network	language	model

2/2/17

				 							is	a	probability	distribution	over	the	vocabulary	

Same	cross	entropy	loss	function	but	predicting	words	
instead	of	classes



Training RNNs is hard!Training	RNNs	is	hard

• Multiply	the	same	matrix	at	each	time	step	during	forward	prop	

• Ideally	inputs	from	many	time	steps	ago	can	modify	output	y	
• Take										for	an	example	RNN	with	2	time	steps!	Insightful!

2/2/17

xt−1 xt xt+1

ht−1 ht ht+1
W W

yt−1 yt yt+1



Clipping Gradients
Trick	for	exploding	gradient:	clipping	trick

• The	solution	first	introduced	by	Mikolov		is	to	clip	gradients 
to	a	maximum	value.		

• Makes	a	big	difference	in	RNNs.

2/2/17



Slow Softmax? Class Layer
Overview Introduction Model description Extensions Empirical evaluation Current work

Factorization of the output layer

w( t )

s( t )

y( t )

(delayed)

c( t )

U V

W

P (wi|history) = P (ci|s(t))P (wi|ci, s(t)) (1)

Words are assigned to ”classes” based on their unigram frequency
First, class layer is evaluated; then, only words belonging to the
predicted class are evaluated, instead of the whole output layer y
[Goodman2001]
Provides speedup in some cases more than 100⇥

7 / 17



Perplexity ResultsPerplexity	Results

2/2/17

KN5	=	Count-based	language	model	with	Kneser-Ney	
smoothing	&	5-grams	

Table	from	paper	Extensions	of	recurrent	neural	network	
language	model	by	Mikolov	et	al	2011



Learning Curves
Overview Introduction Model description Extensions Empirical evaluation Current work

Improvements with increasing amount of data
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The improvement obtained from a single RNN model over the best
backoff model increases with more data!

13 / 17



Deeper

(Irsoy & Cardie, 2014)



RNNsRecurrent Neural Networks 

ht = f (Wxt +Vht−1 + b)
yt = g(Uht + c)

y

h

x

    represents a token (word) as a vector. 
    represents the output label. 
    is the memory, computed from the past memory and 
current word. It summarizes the sentence up to that time. 
 

x
y
h



Label Bias

• In some state space configurations, MEMMs 
(and RNNs) essentially ignore the inputs

• This is not a problem for HMMs and CRFs

maximum entropy framework. Previously published exper-
imental results show MEMMs increasing recall and dou-
bling precision relative to HMMs in a FAQ segmentation
task.

MEMMs and other non-generative finite-state models
based on next-state classifiers, such as discriminative
Markov models (Bottou, 1991), share a weakness we call
here the label bias problem: the transitions leaving a given
state compete only against each other, rather than against
all other transitions in the model. In probabilistic terms,
transition scores are the conditional probabilities of pos-
sible next states given the current state and the observa-
tion sequence. This per-state normalization of transition
scores implies a “conservation of score mass” (Bottou,
1991) whereby all the mass that arrives at a state must be
distributed among the possible successor states. An obser-
vation can affect which destination states get the mass, but
not how much total mass to pass on. This causes a bias to-
ward states with fewer outgoing transitions. In the extreme
case, a state with a single outgoing transition effectively
ignores the observation. In those cases, unlike in HMMs,
Viterbi decoding cannot downgrade a branch based on ob-
servations after the branch point, and models with state-
transition structures that have sparsely connected chains of
states are not properly handled. The Markovian assump-
tions in MEMMs and similar state-conditional models in-
sulate decisions at one state from future decisions in a way
that does not match the actual dependencies between con-
secutive states.

This paper introduces conditional random fields (CRFs), a
sequence modeling framework that has all the advantages
of MEMMs but also solves the label bias problem in a
principled way. The critical difference between CRFs and
MEMMs is that a MEMM uses per-state exponential mod-
els for the conditional probabilities of next states given the
current state, while a CRF has a single exponential model
for the joint probability of the entire sequence of labels
given the observation sequence. Therefore, the weights of
different features at different states can be traded off against
each other.

We can also think of a CRF as a finite state model with un-
normalized transition probabilities. However, unlike some
other weighted finite-state approaches (LeCun et al., 1998),
CRFs assign a well-defined probability distribution over
possible labelings, trained by maximum likelihood or MAP
estimation. Furthermore, the loss function is convex,2 guar-
anteeing convergence to the global optimum. CRFs also
generalize easily to analogues of stochastic context-free
grammars that would be useful in such problems as RNA
secondary structure prediction and natural language pro-
cessing.

2In the case of fully observable states, as we are discussing
here; if several states have the same label, the usual local maxima
of Baum-Welch arise.

0

1r:_

4
r:_

2i:_

3

b:rib

5o:_
b:rob

Figure 1. Label bias example, after (Bottou, 1991). For concise-
ness, we place observation-label pairs o : l on transitions rather
than states; the symbol ‘ ’ represents the null output label.

We present the model, describe two training procedures and
sketch a proof of convergence. We also give experimental
results on synthetic data showing that CRFs solve the clas-
sical version of the label bias problem, and, more signifi-
cantly, that CRFs perform better than HMMs and MEMMs
when the true data distribution has higher-order dependen-
cies than the model, as is often the case in practice. Finally,
we confirm these results as well as the claimed advantages
of conditional models by evaluating HMMs, MEMMs and
CRFs with identical state structure on a part-of-speech tag-
ging task.

2. The Label Bias Problem
Classical probabilistic automata (Paz, 1971), discrimina-
tive Markov models (Bottou, 1991), maximum entropy
taggers (Ratnaparkhi, 1996), and MEMMs, as well as
non-probabilistic sequence tagging and segmentation mod-
els with independently trained next-state classifiers (Pun-
yakanok & Roth, 2001) are all potential victims of the label
bias problem.

For example, Figure 1 represents a simple finite-state
model designed to distinguish between the two words rib

and rob. Suppose that the observation sequence is r i b.
In the first time step, r matches both transitions from the
start state, so the probability mass gets distributed roughly
equally among those two transitions. Next we observe i.
Both states 1 and 4 have only one outgoing transition. State
1 has seen this observation often in training, state 4 has al-
most never seen this observation; but like state 1, state 4
has no choice but to pass all its mass to its single outgoing
transition, since it is not generating the observation, only
conditioning on it. Thus, states with a single outgoing tran-
sition effectively ignore their observations. More generally,
states with low-entropy next state distributions will take lit-
tle notice of observations. Returning to the example, the
top path and the bottom path will be about equally likely,
independently of the observation sequence. If one of the
two words is slightly more common in the training set, the
transitions out of the start state will slightly prefer its cor-
responding transition, and that word’s state sequence will
always win. This behavior is demonstrated experimentally
in Section 5.

Léon Bottou (1991) discussed two solutions for the label
bias problem. One is to change the state-transition struc-



Bidirectionality
Bidirectionality 

h
!
t = f (W

!"!
xt +V
!"
h
!
t−1 + b
!
)

h
!
t = f (W

!""
xt +V
!"
h
!
t+1 + b
!
)

yt = g(U[h
!
t;h
!
t ]+ c)

y

h

x

                 now represents (summarizes) the past and future 
around a single token. 
h = [h
!
;h
!
]



Going Deep
Going Deep 
Are recurrent networks really deep? (e.g. like this) 
 



Going DeepGoing Deep 

h
! (i)
t = f (W

!"! (i)
ht
(i−1) +V

!" (i)
h
! (i)
t−1 + b
! (i)
)

h
! (i)
t = f (W

!"" (i)
ht
(i−1) +V

!" (i)
h
! (i)
t+1 + b
! (i)
)

yt = g(U[h
!
t
(L )
;h
!
t
(L )
]+ c)

y

h(3)

x
Each memory layer passes an intermediate sequential 
representation to the next. 
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Opinion Mining
Opinion Mining 
Fine-grained opinion analysis aims to detect subjectivity 
(e.g. “hate”) and characterize 
•  Intensity (e.g. strong) 
•  Sentiment (e.g. negative) 
• Opinion holder, target or topic 
• … 
 
Important for a variety of NLP tasks such as 
• Opinion-oriented question answering 
• Opinion summarization 



Opinion MiningOpinion Mining 
In this work, we focus on detecting  
direct subjective expressions (DSEs) and  
expressive subjective expressions (ESEs). 
 
DSE: Explicit mentions of private states or speech events 
expressing private states 
ESE: Expressions that indicate sentiment, emotion, etc. 
without explicitly conveying them. 



Example
Example 
The committee, [as usual]ESE, [has refused to make any 
statements]DSE. 
 
In BIO notation (where a token is the atomic unit): 
 
 
 

The committee , as usual , has 

O O O B_ESE I_ESE O B_DSE 

refused to make any statements . 

I_DSE I_DSE I_DSE I_DSE I_DSE O 



CRF et al.Related Work 
Success of CRF based approaches hinges critically on 
access to a good feature set, typically based on 
• Constituency and dependency parse trees 
• Manually crafted opinion lexicons 
• Named entity taggers 
• Other preprocessing components 
(See Yang and Cardie (2012) for an up-to-date list.) 
 
What about feature learning? 



HypothesesHypotheses 
We expected that deep recurrent nets would improve 
upon shallow recurrent nets, especially on ESE extraction. 
•  ESEs are harder to identify: They are variable in length 

and might involve terms that are neutral in most contexts  
(e.g. “as usual”, “in fact”). 

 
How the networks would perform against (semi)CRFs was 
unclear, especially when CRFs are given access to word 
vectors. 



Results: ExamplesResults: Examples 
True The situation obviously remains fluid from hour to hour but it  

[seems to be] [going in the right direction] 

Deep 
RntNN 

The situation [obviously] remains fluid from hour to hour but it 
[seems to be going in the right] direction 

Shallow 
RntNN 

The situation [obviously] remains fluid from hour to hour but it 
[seems to be going in] the right direction 

Semi- 
CRF 

The situation [obviously remains fluid from hour to hour but it  
seems to be going in the right direction] 
 


