/F\\ h CS 2810: Mathematics of Data Models, Section 1
\“ N ortheastern Spring 2022 — Felix Muzny

-------------------------------------------------------------------------------------------------------------------------------------------------------

conditional probabilities,
Bayes rule “°f"‘s v

You are toId that cov(xl,xz) = 10 What do you know about xl and x2? Wh|ch of “
vthe following might be underlying distributions of the data”? |

'I‘\ N B ’:. D
N o

N
3
’, >

> B\

> » > > A

> > N

0 e
Y h P
d .
' R
-/ . . . \

T D R B L, OB o X R R A S N =D 2 e B T R R IR S I R (B OB D, | D SO R ST B AT S s T R IR 1o 3 s B D P TR DB U (TRI QBT es T 0T MUY AT TR R W (SR 5 TR § ey L LT Ot N R T N T
< C o 4 AT 3 - 5 - 5 ~

L 4




Conditional Probabilities

* A conditional probability is a calculation of probabilities for dependent
random variables.

o It translates to "if variable Y has value y;» then what is the probability that

variable X has value x;?"

‘ Acwi-ew‘\‘. rv. 'l‘a17/4’-9



ICA Questlon 1: Condltlonal Probabilities

What - P(X 3)? ‘

} 00(+0.25+0.1¢ =0. bl?
What is P(X = 3) if we already know | ,
jthat the value of Y'is 77

0.25 0.25
0.4+015+0.25 =0.5 '
: o.s

_ Plx=7|Y- l)



Conditional Probability

« The calculation that we actually just did was: ?)

ra.B _ P(AND) V(X‘S,\/‘
a0 e T PR PCY=F

« We Ci‘n\’&é‘g this to evaluate many things!

 What is the probability that school will close tomorrow based on if it's
snowing today?

 What is the probability that the next word in a phrase will be "turtle”
given that the previous word was "a"?



Conditional Probability

 What is the probability that school will close tomorrow based on if it's

snowing today? ,\7 ( b( \B) - F(A B)

 What counts do we need for this? ? (_@
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Conditional Probability

 What is the probability that the next word in a phrase will be "turtle” given
that the previous word was "a"?

* What counts do we need for this? F (* uf\’lL \ 0\>
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ICA Question 2: Phrase Probabilities

leen the foIIowmg data ‘calculate the probablllty that | will be late to school for:”
Neach mode of transport.

P(A
PA|B) = P B

| 'tNumber of days: 50

5
§Days that Felix was late: 20 P(late |Bike) = 0.2 = Z&

Blked 25 S

fRode the T: 20 P(lu\m\—(> 0. 65 %5

wLa'ke: s Pk o) 0.4
'r;,} ATL
| l,n\"-z.*’ T:45




Conditional Probability

« Okay, but what if A and B are independent?

What is the probability that | rolled a die and got a 6 given that | flipped a
coin and got a tails?

P(A,B
We can do the same calculation, but if P(A | B) = P(A) = , then

A and B are statistically independent

?(A‘ C\E'Lu;le.)
P (A~ («,E,l«wo\s\ _ %

P (Bzbheadd / 3




ICA Question 3: P(A|B) P(B|A)’?

;leen the foIIowmg data, make an |} P(A, B)

X P(A|B) =

gargument that P(A|B) = P(B|A) is or is § A15) P(B)
gnot true. Let A be spam email and B
tbe emails with "FREE". :

"FREE" not "FREE"

4 spam email

not spam




ICA Question 4: P(A|B) ?

;G|ven the foIIowmg data, make an 3
targument that P(A|B) = P(B|A) is or is

'not true.

P(Feee)
jCaIcuIate P(A|B) * P(B)
| o, %—

_' Calculate P B|A f
{16 , per

§ 4 25

3 Do they have a relationship?

_ ?(M%)\’L‘?:B\’(%\k\\’(ﬁb ;

"FREE" not "FREE"

4 spam email

not spam
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Bayes' rule

» Bayes' rule denotes the relationship between P(A | B) and P(B|A)

P(B|A)P(A)
P(B)

. P(A|B) =

e ... but, why might this be useful?

LleM\,\"\s ?r’o\o T e (D\I:J‘ Siw.v\

‘tegb was l/\n.?m'h‘vv-.?
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ICA Question 5: Bayes rule denomlnator

We want to know the probablllty that an emall s not actually spam glven that our”
gdetection software claims that it is spam.

! P(B|A)P(A
P(A|B) = ( IL(;)( )

What should the calculation be here? (Just in terms of variables)

P(ua‘l- ‘»P‘“‘"\ Go(:“wuu, Sey 5 S ““"3
?Lsuys S,DAM\ sP..,.) K Plnot stQ) / Plsays sP“*)

.. and specifically for the denominator?
((,M’ q 9 Puws§ F L“"‘I" éfau» lg P“"B‘\,(‘P”“’“‘B +Y(6 a6 Spm\ uo"
?(Mo* Spon.)
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Bayes' rule

» Bayes' rule denotes the relationship between P(A | B) and P(B|A)

P(B|A)P(A)

. P(A|B) = P(B)

« When calculating P(B) for the denominator, it's often useful to calculate
this as the sum of Z P(B|A)P(A))
i

t‘a
a\\ \m\\){.‘o k Can \“\K"
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ICA Question 5: Bayes rule denomlnator (cont d)

We want to know the probablllty that an emall |s not actually spam glven that our

¢detection software claims that it /s spam. ? \ ¢ S M\S
i P(B|A)P(A) Cust <p 14 %P
§P(A|B) =

P(B) —» &o \»\b‘\' l'\,c»\I <L ? (‘:0\\[ ] 9PM§ 7~.
{We have observed that P(not spam) = 16/30 and P(spam) = 14/30, Our software ~ }

| has a false positive rate of 20% It also claims that it will flag 99.5% of all spam

emall as Spl P (6&\19 Qpaw. \ not SPM)-T
. 017 (e span \5P‘““)

U'* ) (%5* )
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Naive Bayes classifiers

» Bayes' rule denotes the relationship between P(A | B) and P(B|A)

P(B|A)P(A)
P(B)

. P(A|B) =

e Say that we want to know the probability that an email is spam given that
it contains the word "FREE".

* Instead of calculating P(spam | FREE), we'll calculate

1) \’LF\LEE \sgw.) ?csgmx s ¥4 ot a2
bigaer
ég %CE \vw‘\"sﬁw‘"\?(.\t\o“' SE%\ .W




yes, sothio eual
ICA Question 6: M|n| Nalve Bayes é’ 1S SPe—

] Calculate all of the foIIowmg T 140 M > =
f —« o

.’ (FREE | spam) = = 22 iy b ic 30
{P(FREE | not spam) 5

ip (B
4 (spam) = 'f-_{o 1 :
fP(notspam) _ £¢ 4 spam email
f 30 i
¢gNow, make an argument for whether
{P(FREE | spam)P(spam) /

i, &
K.

"FREE" not "FREE"

not spam 1 15

NQg oY

-

‘Or
{P(FREE | not spam)P(not spam) / ]
{P(doetmeniH s bigger ;
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Naive Bayes classifiers

* Naive Bayes classifiers are a little more complicated than this because we
like to be able to have more than one feature

* This is where "naive" comes in...

P(class | features)P(class)

P(features)
then use the class with the biggest value as the overall label

for each candidate class,

, Gistis: calculate

17



Naive Bayes classifiers

* Naive Bayes classifiers are a little more complicated than this because we
like to be able to have more than one feature

* This is where "naive" comes in...

o P(class | features)P(class) |
Gist is: calculate for each candidate class,

) P(features)
then use the class with the biggest value as the overall label

e Neat!

18



Conditional Probability & natural language: wait, what?

« Say that | have the following sentences, what is P(turtle | )
dependent on?

e "a
e "l like my friend the"

« "| found a"

19



>

All sections of 2810 will be dropping your lowest 4 ICAs.
LD ig in (anVay neow
o Test 3 -> it's graded! Statistics look good at the moment. (Scores are
higher than the first 2 tests)

 We're working on double checking for consistency right now

o Expect these grades before | see you next :)

20



* TRACE is available now!

* Please do fill these out. (in spite of survey fatigue)

| read them!

e | use them to update and improve courses for the future.

« Specific feedback is helpful!
« Something you liked? What was it?

 Something that you'd like to see different? What was it?

21



i€ yoo hewe MO8 qs, L'we happy e
Schedule Ancuwer Hum wew (o min, ,?rt‘)u\‘s\

Turn in ICA 21 on Canvas (make sure that this is submitted by 2pm!) - passcode is "dragon”
HW 8: due on Sunday @ 11:59pm
Test 4: May 4th, 1 - 3pm, Snell Engineering 108

Mon Tue Wed Thu Fri Sat Sun
April 11th Felix OH Felix OH Felix OH Calendly
Lecture 21 - conditional Calendly Calendly Lecture 22 - conditional HW 8 due
probabilities, bayes independence, bayes nets @ 11:39pm
April 18th Felix OH Felix OH Felix OH Calendly
No lecture - Patriot's Day Calendly Calendly Lecture 23 - Regression:
. RAN2 & F
(MJ wo V\ 0.&\
April 25th HW 9 due @
Lecture 24 - presentations, wrap-up 11:590m
Mini-project due @ 11:45am 9P

22



More recommended resources on these topics

e Bayes theorem w/ Among Us characters: https://en.wikipedia.org/wiki/
Conditional probability#/media/File:Bayes theorem assassin.svg

* (copied onto next slide)

* YouTube: 3Blue1Brown, Bayes theorem, the geometry of changing beliefs

23



Being Not being

Number of suspicious suspicious gym
occurences R
B B
An assassin A|3 DRR)
Not an A
assassin Al2 é)@ 8
sum / 12

B B B B B

] 3 D& A A
)

P(A, given B) - P(B) = P(A|B) - P(B)
3 3+2 _ 3
3+2 3+1+2+ 3+1+2+

B B B B
iy : 2 Y : %% 1 © A
Al2 DO A2 DO

P(B, given A) - P(A) = P(B|A) - P(A)
3 8¢ _ __ 3
3+ 3+1+2+ 3+1+2+

P(A[B) - P(B) = P(BIA) - P(A)

P(A| B) — P(BléZB)P(A)

https://en.wikipedia.org/wiki/ConditionaI_proQBabiIity#/media/ File:Bayes_theorem_assassin.svg




